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Grasping with Learned Hand-Eye Coordination

• 800,000 grasp 
attempts for training 
(3,000 robot-hours)

• monocular camera 
(no depth)

• 2-5 Hz update

• no prior knowledge

monocular
RGB camera

7 DoF arm

2-finger
gripper

object
bin
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