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## VQA

VQA Real Image Challenge (Open-Ended)
Organized by vqateam - Current server time: March 22, 2016, 5 a.m. UTC

| Current | Next |
| :--- | :--- |
| Real challenge test2015 (oe) | Real test2015 (ce) |
| Oct. 21, 2015, midnight UTC | Oct. 21, 2015, midnight UTC |
|  |  |
| Phases Participate | Results Forums $\Rightarrow]$ |

| Overview Visual Question Answering (VQA)
Evaluation
Terms and Conditions


Recent progress in computer vision and natural language processing has demonstrated that lower-level tasks are much closer to being solved. We believe that the time is ripe to pursue
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## Observations

- Current machine performance around 60-66\%
- Human performance at $83 \%$
- How to identify where we need progress?
- How to compare strengths and weaknesses?
- How to develop insights into failure modes?
- Need to understand the behavior of VQA models
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- Without attention (baseline model)
- CNN + LSTM (Lu et al. 2015)

- Accuracy $=54.13 \%$ (on VQA validation split)
- With attention
- Hierarchical Co-attention (Lu et al. 2016)

- Accuracy $=57.02 \%$ (on VQA validation split)
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| what | is | the | color | of | the | bird | $?$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Q
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## With Attention

\% of mistakes that can be successfully predicted

- The analysis provides a way for models to predict their own oncoming failures $\rightarrow$ human-like models
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Q: What type of reception is being attended?

GT Ans: wedding

Predicted Ans: cake

## Nearest Neighbor Training Samples



Q: What type of exercise equipment is shown?

GT Ans: bike


Q: What type of dessert is this man having?


Q: What dessert is on the table?

GT Ans: cake

## Generalization to Novel Instances

Do VQA models make mistakes because test instances are too different from training ones?

1. Lower test accuracy $\longrightarrow$ test Ql pairs are too different from training QI pairs?
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## Results

Significant negative correlation

|  | Without Attention | With Attention |
| :---: | :---: | :---: |
| Correlation | $-0.62(@ \mathrm{k}=50)$ | $-0.62(@ \mathrm{k}=15)$ |

VQA models tend to regurgitate answers seen during training
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Q: What color are the cones?

GT Ans: orange
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Q: How Predicted Ans?
Q: How many Predicted Ans?
How many horses
Q: How many horses are
n. How many horses are or

## Predicted Ans?

How many horses are on the beach
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## Experiment

1. Test the model with partial questions of increasing lengths
2. Compute percentage of questions for which partial question responses are same as full question responses
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|  | Without Attention | With Attention |
| :---: | :---: | :---: |
| $\%$ of questions | $41 \%$ | $49 \%$ |
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## Result

VQA models converge on predicted answer after half the question for significant \% of questions


VQA models often "jump to conclusions"
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## Correct Response



Q: Are A: military
Q: Are they $\mathbf{A}$ : yes
Q: Are they playing A: yes
Q: Are they playing a $\mathbf{A}$ : yes
Q: Are they playing a game? A: yes

GT Ans: yes

## Incorrect Response



$$
\begin{gathered}
\text { Q: How A: no } \\
\text { Q: How many A: } 2
\end{gathered}
$$

Q: How many horses A: 2
Q: How many horses are A: 2
Q: How many horses are on A: 2
Q: How many horses are on the A: 2
Q: How many horses are on the beach? A: 2

GT Ans: 6

## Incorrect Response



> Q: Is A: kitchen
> Q: Is the A: outside
> Q: Is the bench $\mathbf{A}:$ no
> Q: Is the bench made $A:$ no
> Q: Is the bench made of $A:$ no
> $Q:$ Is the bench made of metal? $\mathbf{A}:$ no

GT Ans: yes

## Incorrect Response



Q: What A: umbrella
Q: What season A: summer
Q: What season of $\mathbf{A}$ : summer
Q: What season of year A: summer
Q: What season of year was $\mathbf{A}$ : summer
Q: What season of year was this $\mathbf{A}$ : summer
Q: What season of year was this photo $\mathbf{A}$ : summer
Q: What season of year was this photo taken A: summer
Q: What season of year was this photo taken in? A: summer
GT Ans: spring
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## Experiment

1. Compute the \% of times (say $X$ ), the response does not change across images for a given question
2. Plot histogram of $X$ across questions

## Looking at the Image

706050403020100

## Looking at the Image



## Looking at the Image



## Looking at the Image



## Looking at the Image



## Looking at the Image



## Looking at the Image



## Looking at the Image

## Results

1. VQA models do not change answers across images for significant \% of questions

## Looking at the Image

## Results

1. VQA models do not change answers across images for significant \% of questions

|  | Without Attention | With Attention |
| :---: | :---: | :---: |
| $\%$ of questions | $56 \%$ | $42 \%$ |

## Looking at the Image
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1. VQA models do not change answers across images for significant \% of questions

| \% of questions | Without Attention | With Attention |
| :---: | :---: | :---: |
| VQA models are "stubborn" |  |  |
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Attention based models are less "stubborn" than nonattention based models
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## Looking at the Image

Q: What covers the ground?
Predicted Ans: snow

## All Correct Responses
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## Observations

1. Producing same responses across images seems to be statistically favorable
2. Label biases in the dataset

Conclusion
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## To be noted

- Correct behavior depending on dataset?
- Good to know the current behavior
- Is the behavior desired?
- Anthropomorphic adjectives purely pedagogical

Thanks!

## Questions?

