
Computer Science and Artificial Intelligence Laboratory (CSAIL)
Department of Electrical Engineering and Computer Science

Antonio Torralba

Learning to see



Exciting times for computer vision



A bit of history…



The early optimism (1960-1970)



50 years ago…



50 years ago…
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Out of memory



25 years ago…
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The vision crisis (1970-2000)











But 15 years ago…



• The representation and matching of pictorial structures 

Fischler, Elschlager (1973). 

• Face recognition using eigenfaces M. Turk and A. 

Pentland (1991). 

• Human Face Detection in Visual Scenes - Rowley, Baluja, 

Kanade (1995) 

• Graded Learning for Object Detection - Fleuret, Geman

(1999) 

• Robust Real-time Object Detection - Viola, Jones (2001)

• Feature Reduction and Hierarchy of Classifiers for Fast 

Object Detection in Video Images - Heisele, Serre, 

Mukherjee, Poggio (2001)

•….
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Advances in computer vision

SIFT

Spin image

HoG

RIFT

Textons

GLOH

GIST



A short story of image 
databases
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2 year old kid



The time of big data

http://av.rds.yahoo.com/_ylt=A9ibyK4d.QpFu5UA7EFuCqMX;_ylu=X3oDMTBvcjFrYm5wBHBndANhdl9pbWdfaG9tZQRzZWMDbG9nbw--/SIG=11d79a3nr/EXP=1158433437/**http:/www.altavista.com/
http://www.picsearch.com/


In 2010, a new student gets into computer vision…



Pick one dataset

In 2010, a new student gets into computer vision…



Pick one modelPick one dataset

In 2010, a new student gets into computer vision…





car



Who’s to blame?

car

• The data

• The features

• The student



Features for object detection

HOG



What does a detector sees?

Can we visualize
this output?

HOG

Carl
Vondrick

Aditya
Khosla



What does a detector sees?

Vondrick, Khosla, Malisiewicz, Torralba. “Inverting and Visualizing Features for Object Detection.”, ICCV 2013

HOG



Can you tell which ones are not the object?

Vondrick, Khosla, Malisiewicz, Torralba. “Inverting and Visualizing Features for Object Detection.”

Chair

Car

Person



Vondrick, Khosla, Malisiewicz, Torralba. “Inverting and Visualizing Features for Object Detection.”

Chair

Car

Person



Vondrick, Khosla, Malisiewicz, Torralba. “Inverting and Visualizing Features for Object Detection.”

HOG visualization predicts SVM performance

Chair detection test



car

http://mit.edu/vondrick/ihog/

Vondrick, Khosla, Malisiewicz, Torralba. “Inverting and Visualizing Features for Object Detection.”



car

The image patch

http://mit.edu/vondrick/ihog/

Vondrick, Khosla, Malisiewicz, Torralba. “Inverting and Visualizing Features for Object Detection.”



car

The image patch What the detector sees

http://mit.edu/vondrick/ihog/

Vondrick, Khosla, Malisiewicz, Torralba. “Inverting and Visualizing Features for Object Detection.”



Deep architectures
Geoffrey Hinton, Yann LeCun

Input image

Classifier

output



http://places.csail.mit.edu/demo.html

Users report 78% correct results

Scene recognition demo

Zhou, Lapedriza, Xiao, Oliva & Torralba (NIPS 2014)



http://places.csail.mit.edu/demo.html







http://places.csail.mit.edu/demo.html









Why is working so well?



Deconvolution

Simonyan et al. Visualizing image classification models and saliency maps. ICLRW, 2014.

Backpropagation

Girshick, et al, Rich feature hierarchies for accurate object detection and semantic 

segmentation. CVPR 2014.

Strong 

activations

Visualizing the internal representation

Zeiler & Fergus, Visualizing and Understanding Convolutional Networks, ECCV 2014.



Zeiler & Fergus, Visualizing and Understanding Convolutional Networks, ECCV 2014.
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DiscriminatorGenerator
Real or

generated?

Random

vector

Multilayer perceptron
Multilayer perceptron



Generated images

Trained with CIFAR-10



Introduced a form of ConvNet more stable under adversarial training than

previous attempts. 



Generator



Generator
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Two components

conv1

conv2

conv3

conv4 conv5
fc6 fc7

Classification

layer

Generator

Network to visualize

car
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Generator
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layer

Table lamp

Unit to visualize



Synthesizing Images Preferred by CNN

Nguyen A, Dosovitskiy A, Yosinski J, Brox T, Clune J. (2016). "Synthesizing the preferred inputs for neurons in 

neural networks via deep generator networks.". arXiv:1605.09304.

ImageNet-Alexnet-final units (class units)



Object detection vs. Scene recognition



Object detection vs. Scene recognition



Object detection vs. Scene recognition

Bird



Object detection vs. Scene recognition

Bird



Object detection vs. Scene recognition

Bird

Bedroom



• An ontology of images based on WordNet

• ImageNet currently has

– 13,000+ categories of visual concepts

– 10 million human-cleaned images (~700im/categ)

– 1/3+ is released online @ www.image-net.org

~105+ nodes
~108+ images

shepherd dog, sheep dog

German shepherdcollie

animal

Deng, Dong, Socher, Li & Fei-Fei, CVPR 2009



Lapedriz

a
XiaoZhou Zhou, Lapedriza, Xiao, Oliva & Torralba (NIPS 2014)

places.csail.mit.edu

OlivaKhosla



1. We take all scene words 

from a dictionary

Lapedriz

a
XiaoZhou Zhou, Lapedriza, Xiao, Oliva & Torralba (NIPS 2014)

places.csail.mit.edu

OlivaKhosla



2. We download images

and clean the categories

1. We take all scene words 

from a dictionary

Lapedriz

a
XiaoZhou Zhou, Lapedriza, Xiao, Oliva & Torralba (NIPS 2014)

places.csail.mit.edu

OlivaKhosla

http://av.rds.yahoo.com/_ylt=A9ibyK4d.QpFu5UA7EFuCqMX;_ylu=X3oDMTBvcjFrYm5wBHBndANhdl9pbWdfaG9tZQRzZWMDbG9nbw--/SIG=11d79a3nr/EXP=1158433437/**http:/www.altavista.com/


Two large databases, two tasks

terrier

brambling

bedroom

mountain

Places Database



ImageNet CNN and Places CNN



ImageNet CNN and Places CNN

ImageNet CNN for Object Classification



ImageNet CNN and Places CNN

ImageNet CNN for Object Classification

Places CNN for Scene Classification

Places

Same architecture: AlexNet



Possible internal representations

  

Validation classification

  

Validation classification

PLACES



Learning to Recognize Objects

terrier

brambling



Learning to Recognize Objects

terrier

brambling

Possible internal representations:

- Object parts

- Textures

- Attributes



Learning to Recognize Scenes 

bedroom

mountain



Learning to Recognize Scenes 

bedroom

mountain

- Scene parts

- Objects

- Scene attributes

- Object parts

- Textures

Possible internal representations:



Places and objects

Zhou, Lapedriza, Xiao, Torralba & Oliva (NIPS 2014)



Places and objects

Zhou, Lapedriza, Xiao, Torralba & Oliva (NIPS 2014)



Places and objects

Zhou, Lapedriza, Xiao, Torralba & Oliva (NIPS 2014)

Features + SVM



Places and objects

Zhou, Lapedriza, Xiao, Torralba & Oliva (NIPS 2014)

Scene datasets

Features + SVM



Places and objects

Zhou, Lapedriza, Xiao, Torralba & Oliva (NIPS 2014)

Scene datasets

Object datasets

Features + SVM



Preferred images
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Preferred images

conv3
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Preferred images

conv3



Estimating the receptive field



Estimating the receptive field
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Estimating the receptive field

Estimated receptive fields

Theoretical size

Actual size
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Estimating the receptive field

Estimated receptive fields

Theoretical size

Actual size

Layer 1

Layer 3

Layer 5



Generating segmentations
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Generating segmentations
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Generating segmentations

0.1 0.7 0.5

0.3 0.6 0.4

0 0.1 0

0 0 0

feature map



Crowdsourcing units

lighthouse



Crowdsourcing units



Annotating the Semantics of Units 

Pool5, unit 76; Label: ocean; Type: scene; Precision: 93%



Pool5, unit 13; Label: Lamps; Type: object; Precision: 84%

Annotating the Semantics of Units 



Pool5, unit 77; Label: legs; Type: object part; Precision: 96%

Annotating the Semantics of Units 



Pool5, unit 112; Label: pool table; Type: object; Precision: 70%

Annotating the Semantics of Units 



Annotating the Semantics of Units 

Pool5, unit 22; Label: dinner table; Type: scene; Precision: 60%



Distribution of semantic types at each layer

1 - Simple elements and colors

Ex: vertical line, curved line, color blue, ….
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Distribution of semantic types at each layer

3 - Regions and surfaces
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Distribution of semantic types at each layer
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Distribution of semantic types at each layer
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Distribution of semantic types at each layer

5 - Objects

Ex: bed, car, building, tree, ….
(out of 60%)
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Distribution of semantic types at each layer

6 - Scenes

Ex: kitchen, corridor, street, beach, ….
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Distribution of semantic types at each layer
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What objects are found?



ImageNet-CNN Units
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ImageNet-CNN Units



ImageNet-CNN Units



Places-CNN Units
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Places-CNN Units



Places-CNN Units







ImageNet-CNN (59/256)

Histogram of Emerged Objects in Pool5

Includes: Objects, nameable parts, and regions
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ImageNet-CNN (59/256)

Histogram of Emerged Objects in Pool5

Includes: Objects, nameable parts, and regions



Places-CNN 

(151/256)

Histogram of Emerged Objects in Pool5



Places-CNN 
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Places-CNN 
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Places-CNN 

(151/256)

Histogram of Emerged Objects in Pool5



Places-CNN 

(151/256)

Histogram of Emerged Objects in Pool5



Object detectors emerge inside the CNN



Nguyen et al, 2016
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Representation
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Strategies for training for new tasks
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Freeze all these parameters

(trained with ImageNet or Places)

Just train

final classifier



Strategies for training for new tasks

conv1

conv2

conv3

conv4 conv5
fc6 fc7

Classification

layer

Freeze all these parameters

(trained with ImageNet or Places)

Train upper layers to get 

a better representation



But what if you keep the task but 

change the input modality?

Bringing Semantics Into Focus Using Visual Abstraction (CVPR), 2013. Zitnick and Parikh. 

Learning the Visual Interpretation of Sentences (ICCV), 2013. Zitnick, Parikh, and Vanderwende

Adopting Abstract Images for Semantic Scene Understanding (PAMI), 2015. Zitnick, Vedantam and Parikh

From Devi’s webpage: “Abstract images provide several advantages. They 

allow for the direct study of how to infer high-level semantic information, since 

they remove the reliance on noisy low-level object, attribute and relation 

detectors, or the tedious hand-labeling of images.”



Learning Aligned Cross-Modal Representations from Weakly Aligned Data.  Ll. 

Castrejón*, Y. Aytar*, C. Vondrick, H. Pirsiavash and A. Torralba. CVPR 2016







Line drawings

From crowdsourcing



Line drawings



Line drawings



Line drawings



Line drawings



Line drawings



Aquarium



Library



Localized words



Localized words



or descriptions



Descriptions

I'm looking forward to seeing this 

speaker and hearing his story today. I 

want to get in before all the seats are 

filled, because he is quite popular with 

the students and faculty. I don't want to 

sit way in the back where the sound 

may not carry as well to.

(Auditorium)



Descriptions

This room is where students attend and 

are taught by a teacher on a variety of 

subjects. Each student seats in a desk 

which allows him to place books, and 

write on notebooks or sheets of paper. 

The teacher presides this room, and 

usually writes on a blackboard which 

occupies most of the front wall.

(Classroom)





conv1

conv2

conv3

conv4 conv5
fc6 fc7

Classification

layer

bedroom



conv1

conv2

conv3

conv4 conv5
fc6 fc7

Classification

layer

Mostly task independent

bedroom



conv1

conv2

conv3

conv4 conv5
fc6 fc7

Classification

layer

Mostly task independent

bedroom

Task dependent



conv1

conv2

conv3

conv4 conv5
fc6 fc7

Classification

layer

Mostly task independent

bedroom

Modality dependent

Task dependent



conv1

conv2

conv3

conv4 conv5
fc6 fc7

Classification

layer

Mostly task independent

bedroom

Modality dependent

Task dependent

Modality independent



conv5
fc6 fc7

Classification

layer

bedroom

Learning Aligned Cross-Modal Representations from Weakly Aligned Data.  Ll. 

Castrejón*, Y. Aytar*, C. Vondrick, H. Pirsiavash and A. Torralba. CVPR 2016
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Learning Aligned Cross-Modal Representations from Weakly Aligned Data.  Ll. 

Castrejón*, Y. Aytar*, C. Vondrick, H. Pirsiavash and A. Torralba. CVPR 2016



conv5
fc6 fc7

Classification

layer

bedroom

conv1

conv2

conv3

conv4

Train with new modality

Learning Aligned Cross-Modal Representations from Weakly Aligned Data.  Ll. 
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Learning Aligned Cross-Modal Representations from Weakly Aligned Data.  Ll. 

Castrejón*, Y. Aytar*, C. Vondrick, H. Pirsiavash and A. Torralba. CVPR 2016
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Classification

layer

bedroom

Freeze parameters 

trained with natural 

images

The room is 

predominately filled 

with a large bed 

and some dressers. 

There is also a 

desk with a 

compute chair and 

a laptop. On the far 

wall is a door to the 

closet.
Learning Aligned Cross-Modal Representations from Weakly Aligned Data.  Ll. 

Castrejón*, Y. Aytar*, C. Vondrick, H. Pirsiavash and A. Torralba. CVPR 2016













Units in pool5 become multimodal



Generating across modalities

A. Dosovitskiy and T. Brox. Inverting convolutional networks with convolutional networks. arXiv, 2015



Cross-modal learning
Description (eg, Wikipedia article)

Images

• Lots of descriptions/entries in Wikipedia available



Zero-shot Learning

Description (eg, Wikipedia article)

Can we predict an image classifier from a description alone?



Zero-shot Learning

Description (eg, Wikipedia article)

Can we predict an image classifier from a description alone?

Assume:

• In training we have access to wiki articles and labeled images

• For test classes we only have wiki articles

• We want to classify a new image (it can belong to any class)



Zero-shot Learning

• Goal: learn to predict an image classifier from a description

• Linear binary 1-vs-all classifier:

• x   …   image feature vector

• w_c   ...   classifier weight vector for class c



Zero-shot Learning

• Goal: learn to predict an image classifier from a description

• Linear binary 1-vs-all classifier:

• x   …   image feature vector

• w_c   ...   classifier weight vector for class c

• We are also given t_c, a vector representing a textual description 

about class c

• We want:

• f_c … a mapping                         that transforms text features to the 

visual image feature space



Zero-shot Learning

• f_t can be a neural network

CNN
MLP

Class

score

Dot

product

Wikipedia article

TF-IDF

Image

gf

The Cardinals or Cardinalidae are a family of  passerine 

birds found in North and South America

The South American cardinals in the genus…

fa
m

ily

n
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rt

h
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e
n
u
s

b
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s
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u
th

a
m

e
ri
c
a …

Cxk 1xk

1xC

g used to compress x 

to a k<<d dim







visualization by Zeiler & Fergus, ECCV’14. 



Learning to see
It is all about the data…

Pixel wise labeling

Strong supervision



Learning to see
It is all about the data…

Short captions

Weak supervision

Bird Bedroom



Cross modal: text and images

Man holding a metal bowl at the 

table. from Microsoft CoCo



Q: Is everyone of these four holding a wine glass?

Q: How many men are there?

Q: Does the window have blinds?

A: No

A: 3

A: yes

From http://visualqa.org/index.html













Visually Indicated Sounds





The Greatest Hits 

dataset





















Regression loss





























Ambient sound















Learning about the world by hitting 

things with a drumstick and listening


