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Motivation

• Pipistrel cluster: 2 x (8 cores, 66GB RAM)

• Typical simulations:  - fully turbulent RANS 
                                        simulations

    - low-Re airfoil simulations
    - 5M (15M max) cells mesh
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Motivation

• Pipistrel needs on-demand resources to 
increase fidelity of the airflow simulations

• Requirements:
– Resources cheap to use
– Fast to spin-up
– Self-service

- Remote visualization
- OpenFOAM support
- Supporting different modes:

MPI and EP

• Pipistrel cluster: 2 x (8 cores, 66GB RAM)

• Typical simulations:  - fully turbulent RANS 
                                        simulations

    - low-Re airfoil simulations
    - 5M (15M max) cells mesh
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Fortissimo
• Experiment: Cloud-based simulation of aerodynamics 

  of light aircraft
• Partners:   End User: PIPISTREL

                 HPC Expert:     XLAB
                 HPC Provider:  ARCTUR

• Application: OpenFOAM 2.2.0
• www.fortissimo-project.eu/
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- laminar-turbulent transition modelling 
     with RANS simulations: low-Re k - kL - omega turbulence model
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Fortissimo
• Experiment: Cloud-based simulation of aerodynamics 

  of light aircraft
• Partners:   End User: PIPISTREL

                 HPC Expert:     XLAB
                 HPC Provider:  ARCTUR

• Application: OpenFOAM 2.2.0
• www.fortissimo-project.eu/

- laminar-turbulent transition modelling 
     with RANS simulations: low-Re k - kL - omega turbulence model
- complete Panthera aircraft at cruise speed (Re=5.7e6)
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Course of action:
• Simple test cases with 

turbulent model k - kL - omega 
• A wing at smaller velocities
• A wing at cruise velocity
• Complete Panthera aircraft at 

smaller velocities
• Complete Panthera aircraft at 

cruise speed

Experiment
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Course of action:
• Simple test cases with 

turbulent model k - kL - omega 
• A wing at smaller velocities
• A wing at cruise velocity
• Complete Panthera aircraft at 

smaller velocities
• Complete Panthera aircraft at 

cruise speed

In house 
cluster 

Arctur’s 
HPC

mesh size 5 -10M 
cells

115M cells

thinnest 
layer

~ 0.1mm ~ 0.006mm

No.  cores 8 60 - mesh
180 - simul.

simulation 
time

1-2 days 2-3 days

Experiment
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Mesh
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snappyHexMeshDict:

addLayersControls
{    

relativeSizes false;
    layers
    {  "(body).*"     

{   
         nSurfaceLayers 13;   
}

}
    expansionRatio 1.5;
    finalLayerThickness 0.0008;
 

featureAngle 30;
slipFeatureAngle 0;

}

meshQualityControls
{   

maxNonOrtho 65;

    maxBoundarySkewness -20;
    maxInternalSkewness      -4;

minDeterminant  1e-6;
}

Mesh
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Results
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Results
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Lessons learned

Learn how to:
• make a proper mesh - such a fine mesh at the surface
• use symmery plane
• preview the decomposed case – reconstruction takes a lot 

of time
• extract only necessary data and preview it with paraView
• automaticaly consecutively run all steps of the simulation 

process
• how to run, handle and postprocess such big cases
• persuade HPC provider to increase RAM
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Mikelangelo
ONE technology stack 

UNIFIED for HPC and Cloud

MISSION: To provide cloud community 
with technologies for 

• fast, agile and secure Cloud and HPC 
application deployments in 

• diverse hardware environments,
• through packaged applications, 
• using lean guest operating system OSv 
• superfast hypervisor – sKVM

www.mikelangelo-project.eu
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EP use-case 
(parameter exploration)

Mikelangelo
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MPI use-case 
(typical HPC use case)

Mikelangelo
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OpenFOAM Cloud application

Mikelangelo
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OpenFOAM Cloud application

Mikelangelo
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OpenFOAM Cloud application

Mikelangelo



June 30, 2016 IHPCSS2016, Ljubljana

Thank you for your attention!

Matej Andrejašič

Pipistrel d.o.o. (www.pipistrel.si)
matej.andrejasic@pipistrel.si


