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Motivation

Problem: Develop a program that identifies all persons in an article

German Chancellor Angela Merkel said she “can

allow the time” for the U.K. to decide what it wants

from the European Union in Brexit talks, signaling that

the other 27 member countries will press ahead with

“the European project” in the meantime.

Starting off three days of talks with fellow European

leaders on the EU’s way forward, Merkel suggested

there’s no advantage in pressing Prime Minister

Theresa May’s government for now because the EU

can’t negotiate new relations until the U.K.

government’s position is clear.

…



Motivation

How to approach the problem?

- Use a list of common personal names

- Look for words beginning with capital 

characters

- Identify typical expressions:

$PERSON said, Prime Minster $PERSON, …

German Chancellor Angela Merkel said she “can

allow the time” for the U.K. to decide what it wants

from the European Union in Brexit talks, signaling

that the other 27 member countries will press

ahead with “the European project” in the

meantime.

Starting off three days of talks with fellow

European leaders on the EU’s way forward,

Merkel suggested there’s no advantage in

pressing Prime Minister Theresa May’s

government for now because the EU can’t

negotiate new relations until the U.K.

government’s position is clear.

…



Motivation

Suppose we have a collection of articles with marked mentions of people.

Can we “train” a program to recognize mentions from new articles?

Yes, this is exactly what Machine learning tries to accomplish!

How would that work in our example?

- Break articles into words and describe each word by some characteristics

=> extract features

- Mark each word as $PERSON or $OTHER

=> training data

- Identify “rules” that can tell for a word in a new article: $PERSON or $OTHER 

=> fit a model



Outline

1. What is machine learning?

2. Standard ML problems: supervised, unsupervised, …

3. How to represent data?

4. What are models?

5. How to fit a model?

6. How to evaluate?



What is Machine Learning

Machine learning is a subfield of computer science that evolved from the 

study of pattern recognition and computational learning theory in artificial 

intelligence.

"Field of study that gives computers the ability to learn without

being explicitly programmed”. 1959, Arthur Samuel

Machine learning explores the study and construction of algorithms that 

can learn from and make predictions on data.

Such algorithms operate by building a model from example inputs in order 

to make data-driven predictions or decisions, rather than following strictly 

static program instructions.

https://en.wikipedia.org/wiki/Machine_learning

https://en.wikipedia.org/wiki/Machine_learning




Terminology

Training data:

- Input data used by machine learning algorithm to learn from

- Examples: tweets with labels indicating sentiment, economical forecasting

Model:

- Function created by machine learning model based on the training data

- Examples: decision tree, linear function, neural net

Prediction:

- Application of a model to a new data point

- Example: sentiment label of a new tweet, GDP figure for next quarter



DEMO SVM

http://analytics.ijs.si/~blazf/programs/svm_gui.zip

http://analytics.ijs.si/~blazf/programs/svm_gui.zip


Standard Problems

Supervised learning:

- We show the program examples of input and expected output

Unsupervised learning:

- No expected output, goal is to find patterns in the input data

Reinforcement learning:

- Program interacts with dynamic environment with a certain goal

- Example: AlphaGo

Semi-supervised: 

- Combination of supervised and unsupervised approaches



Supervised learning

Training data: inputs and their expected outputs
{ 𝑥𝑖 , 𝑦𝑖 ; 𝑥𝑖 ∈ 𝑋, 𝑦𝑖 ∈ 𝑌}

Goal: a function 𝑓: 𝑋 → 𝑌 such that 𝑓 𝑥𝑖 = 𝑦𝑖.

Sub tasks:

- Classification

- Regression

- Ranking



Classification

𝑌 is a finite set: 𝑌 = {y1, … , yk}

Binary classification is special case when 𝑘 = 2:

- Given { 𝑥𝑖 , 𝑦𝑖 ; 𝑥𝑖 ∈ 𝑋, 𝑦𝑖 ∈ {1,−1}

- Identify 𝑓: 𝑋 → 𝑌 such that 𝑓 𝑥𝑖 = 𝑦𝑖

- 𝑓 is called binary classifier



Classification

𝑌 is a finite set: 𝑌 = {y1, … , yk}

Multiclass problems (𝑘 > 2) can be converted to multiple 

binary problems:

- One-vs-all: train 𝑘 binary classifier, keep most confident class

- One-vs-one: train 
𝑘 𝑘−1

2
binary classifiers, keep class with most votes

Some models directly target multi-class problems

- E.g. multinomial logistic regression using log-linear model



Classification

Many problems can be translated to (binary) classification task

- Multi label problem:

𝑓: 𝑋 → 2𝑌

- Can be seen as 𝑌 binary tasks with one binary classifier for each label

- Structured output:

- Can be seen as binary task where correct (input, output) pairs are positive and rest are 
negative:

𝑓 𝜙 𝑥𝑖 , 𝑦𝑖 = 1

𝑓 𝜙 𝑥𝑖 , 𝑦 = −1, y ≠ 𝑦𝑖

𝐹(x) = argmax
y

{𝑓(𝜙(x, y)}



Document categorization

http://www.kdnuggets.com/2015/01/text-analysis-101-document-classification.html

𝑋 = 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 , 𝑌 = {𝑇𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦, 𝑆𝑝𝑜𝑟𝑡𝑠, 𝐸𝑛𝑡𝑒𝑟𝑡𝑎𝑖𝑛𝑚𝑒𝑛𝑡, … }

http://www.kdnuggets.com/2015/01/text-analysis-101-document-classification.html


Sentiment analysis

=> 😡

=> 😻

𝑋 = {𝑡𝑤𝑒𝑒𝑡𝑠}, 𝑌 = {𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 𝑛𝑒𝑢𝑡𝑟𝑎𝑙}



Object detection

Tian Lan, Michalis Raptis, Leonid Sigal, and Greg Mori. 

From Subcategories to Visual Composites: A Multi-Level Framework for Object 

Detection. 

IEEE International Conference on Computer Vision (ICCV), 2013



Regression

Training data: { 𝑥𝑖 , 𝑦𝑖 ; 𝑥𝑖 ∈ 𝑋, 𝑦𝑖 ∈ ℝ}

Goal: function 𝑓: 𝑋 → ℝ such that 𝑓 𝑥𝑖 = 𝑦𝑖.



Estimate university GPA

http://onlinestatbook.com/2/regression/intro.html

http://onlinestatbook.com/2/regression/intro.html


Probability of Default

Probability of defaulting in, for example, one year time.



Ranking

Goal: function which can rank a set of objects:

𝑓: (𝑞, 𝑥1, … , 𝑥𝑛 ) ↦ (𝑥𝑖1 , … , 𝑥𝑖𝑛)

Training data:

- Pointwise: { 𝑞, 𝑥𝑖 , 𝑗 ; 𝑞 ∈ 𝑄, 𝑥𝑖 ∈ 𝑋, 𝑗 ∈ ℕ}

- Pairwise: { 𝑞, 𝑥𝑖 , 𝑥𝑗 ; q ∈ 𝑄, 𝑥𝑖 ∈ 𝑋, 𝑥𝑗 ∈ 𝑋, 𝑟𝑎𝑛𝑘 𝑥𝑖 > 𝑟𝑎𝑛𝑘 𝑥𝑗 }



Search engine ranking



Recommendation



Unsupervised learning

Training data: set of unlabeled examples {𝑥𝑖; 𝑥𝑖 ∈ 𝑋}.

Subtasks:

- Clustering

- Anomaly Detection or Outlier Detection

- Dimensionality Reduction

- Density Estimation

- Autoencoders 



Clustering

Group objects 𝑥𝑖; 𝑥𝑖 ∈ 𝑋 into groups (i.e. clusters) such that 

objects from the same groups are “more similar” to each other 

than to other objects.

One object can belong to:

- exactly one cluster (e.g. k-means)

- several clusters (e.g. LDA)

Typically hard to evaluate

- what is correct clustering?



Clustering news articles
𝑋 = {𝑛𝑒𝑤𝑠 𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠}, cluster = event



Anomaly Detection

Identify events or observations that do not conform to expected.

”Anomaly” is a very domain specific term:



Density-based Approaches

Model probability distribution over observations

Anomalies = observations with low likelihood (e.g. < 0.1%)

Examples:

- k-nearest neighbors (kNN)

- local density ~ distance to NN

- One-class SVM

- Clustering-based



Dimensionality Reduction
Identify core components of higher-dimensional data

Examples:

- Principal Component Analysis:

- Identify linearly uncorrelated principal components

- First component should have highest variance, etc.

- Singular Value Decomposition:

- Approximate input data with low rank matrices

- Canonical Correlation Analysis

- Works with aligned multi-view data

- Identifies main correlated dimensions



Density Estimation

Estimate underplaying probability distribution from the training data

- Training data => observations

Example:

- Kernel density estimation



Autoencoders

Artificial Neural Network approach for dimensionality reduction

- Low-dimensional approximation

- Unsupervised feature learning

http://ufldl.stanford.edu/tutorial/unsupervised/Autoencoders/

http://ufldl.stanford.edu/tutorial/unsupervised/Autoencoders/


Semi-supervised Learning

Dealing with combination of labeled and unlabeled data

Transduction

- Reasoning from training to specific test cases

- Result is extending labels to test cases

- No resulting model or classifier



Semi-supervised Learning

Active-learning

- Interactive label acquisition, try to reduce the cost of labeling

- Identify unlabeled example(s) which would ”best contribute” to the model

- “best contribute” can mean many things: Uncertainty Sampling, Expected Error 

Reduction



Active Learning Example

Barclays

Goldman Sachs

Ford

General Motors

Microsoft

Apple

Citigroup

Volkswagen

Google

Nokia

Barclays

Goldman Sachs

Ford

General Motors

Microsoft

Apple

Citigroup

Volkswagen

Google

Nokia

Barclays

Goldman Sachs

Ford

General Motors

Microsoft

Apple

Citigroup

Volkswagen

Google

Nokia



Data Representation

Data points are represented by a set of features or attributes

Actual representation depends on the algorithm:

- Decision trees work with individual attributes

- differentiate between discrete and continuous attributes

- Linear models (Logistic Regression, SVD) work with vectors

- data points encoded as vectors 𝑥 ∈ ℝ𝑛

- Some approaches only require similarity measure between data points

- Kernel methods, some clustering approaches

- Algorithms for learning representations

- Example: word2vec



Representing Text Documents

Vector space model:

- Identify all unique words in the document, each word 

becomes one dimension

- Document is represented by a vector 𝑥 with 

𝑥𝑖 = 1when 𝑖-th word occurs in the document, and

𝑥𝑖 = 0when 𝑖-th word does not occur in the document



Doc1

German Chancellor Angela

Merkel said she “can allow the

time” for the U.K. to decide what

it wants from the European

Union in Brexit talks, signaling

that the other 27 member

countries will press ahead with

“the European project” in the

meantime.

Doc3

Angela Merkel has expressed

fears the €13bn Apple tax ruling

will hurt investment in Europe,

putting her on the same side as

Ireland in a looming showdown

over the limits of national

sovereignty and the rights of the

federally minded European

Commission.

Doc2

Not long ago, Angela Merkel's

dominant position in Germany

and her status as the most

influential leader in Europe

seemed secure.

Now voters in her home state of

Mecklenburg-Vorpommern

appear poised to inflict a

humiliating defeat to the

German …

Angela Angela_Merkel Brexit Europe German Ireland position secure Apple …

Doc1 1 1 1 0 1 0 0 0 0
Doc2 1 1 0 1 1 0 1 1 0
Doc3 1 1 0 1 0 1 0 0 1



Representing Text Documents

- Bag-of-words: ignore word order, can compensate with n-grams

- Different options on how to weight words, e.g. TFIDF

- Stop-words: can ignore some common words (”the”, “a”, …)

- Stamming or Lemmatization: normalize words

E.g. “banks” and “banking” => “bank”

- High dimensionality: can compensate with “hashing trick”



Learning Representation

Can we learn features?

- Yes we can with Deep Learning!

- Example: word embedding using methods such as word2vec

- We want to solve the task: predict word given its context

- Solve the problem with neural network, where 

each word is mapped to 𝑛-dimensional vector in 

the first layer

- 𝑛-dimensional vectors are good feature 

representations for the words

investment in Europe putting her 



Time Series

A series of data points in time order.

Features:

- Simple statistic features: mean, 

deviation, …

- Time-delay embeding: last 𝑛-values

- Frequency domain features: DFT



Machine Learning Models

Model is the what we learn from training data 

- i.e. function 𝑓: 𝑋 → Y

Different types of model:

- Discriminative: can only tell the class, no implications on the distribution

- Example: Support Vector Machine

- Generative: can be used to generate data similar to training data

- Example: LDA, Restricted Boltzmann Machine, Hidden Markov Model



Linear Model

Model is a linear functional 𝑓 x = 𝑤𝑇𝑥 where 𝑤 ∈ ℝ𝑛

- Learning linear model boils down to finding “optimal” 𝑤

- Typically inexpensive to learn, always inexpensive to apply 

- Prediction is just a linear combination of features, 𝑂(𝑛)

- Cannot capture non-linear patterns



Linear Model for Classification

Geometric interpretation:

𝑤



Linear Model for Classification

Another interpretation:

- Each feature gets assigned a weight

- Positive features with positive weights vote for positive class

- Same for negative weights/class

- Larger the |weight|, strogner the vote



Kernel Methods

Core idea: map input data into higher dimensional space: 𝜙:𝑋 → 𝑉

- We can compute dot product in 𝑉 without explicitly mapping data to 𝑉

< 𝜙 𝑥𝑖 , 𝜙 𝑥𝑗 >= 𝑘(𝑥𝑖 , 𝑥𝑗)

- Modify learning algorithms to only access input data through kernel data

- Linear model in 𝑉 can capture complex non-linear patterns in 𝑋



Popular Kernels: Polynomial Kernel

Polynomial kernel of degree 𝑑:

𝑘 𝑥, 𝑦 = 𝑥𝑇𝑦 + 𝑐 𝑑

- Example for n = 2, 𝑑 = 2 and 𝑐 = 1:

𝑘 x1, x2 , y1, y2 = x1y1 + x2y2 + 1 2 =

= 𝑥1𝑦1 x1y1 + x2y2 + 1 + x2y2 x1y1 + x2y2 + 1 + x1y1 + x2y2 + 1 =

= 𝑥1
2𝑦1

2 + 2𝑥1𝑥2𝑦1𝑦2 + 𝑥2
2𝑦2

2 + 2x1y1 + 2x2y2 + 1 =

𝑥1
2, 2𝑥1𝑥2, 𝑥2

2, 2𝑥1, 2𝑥2, 1
𝑇
𝑦1
2, 2𝑦1𝑦2, 𝑦2

2, 2𝑦1, 2𝑦2, 1
𝑇

- Model can capture interactions between two features (𝑥1𝑥2)



Popular Kernels: Gaussian Kernel

Polynomial kernel of degree 𝑑:

𝑘 𝑥, 𝑦 = 𝑒−𝛾 𝑥−𝑦 2

- Projects data points to infinite dimensional space



Artificial Neural Networks (ANN)

Network used to approximate functions

- Nodes in the network are called neurons

- Can depend on large number of inputs

- Architecture: topological structure

- Activation: how are neurons activated

𝑥1

𝑥2

𝑥3

ℎ1

ℎ2

ℎ3

ℎ4

𝑦1

𝑦2



Multilayer Perceptron

Feedforward Artificial Neural Network

- Supervised learning approach

- Consists of at least 3 layers: input, hidden, output

- Activation functions: 

- Linear: ℎ = 𝐴𝑥, 𝐴 ∈ ℝ𝑛,𝑚

- Non-linear: e.g.  𝑔𝑖 = tanh(ℎ𝑖)

- Categorical output for classification can be 

obtained using softmax function:

𝑃(𝑖|𝑥) =
𝑒𝑦𝑖

σ𝑗 𝑒
𝑦𝑗

𝑥1

𝑥2

𝑥3

ℎ1

ℎ2

ℎ3

ℎ4

𝑦1

𝑦2



NLP Tasks

Natural Language Processing 

(Almost) from Scratch:

- Neural Network approach to 

standard NLP tasks:

- Part-of-Speech tagging

- Chunking

- Named-entity Recognition

- Semantic Role Labeling



TENSORFLOW

http://playground.tensorflow.org/

http://playground.tensorflow.org/


How to Fit a Model

Task: from space of all models (hypothesis space) select “the best” model

What do we mean by “best”?

- Model should produce good result on the training set => optimize loss function

- Model should generalize well to unseen data => regularization



How to measure loss?

Compare model outputs with the expected outputs 

from the training set.

Preferably loss should be easily optimized over.



Classification

0-1 loss:

𝐿 𝑓 =෍

𝑖

𝐼(𝑦𝑖𝑓 𝑥𝑖 > 0)

Hinge loss:

𝐿 𝑓 =෍

𝑖

max(0,1 −𝑦𝑖𝑓(𝑥))



Maximum likelihood estimation

Training data: 𝑥𝑖 , 𝑦𝑖 ; 𝑥𝑖 ∈ ℝ𝑛, 𝑦𝑖 ∈ 0,1

- 𝑥𝑖 are IID (Independent and identically distributed)

We can compute likelihood of the training data given a model 𝜃:

ෑ

𝑖

𝑝(𝑦𝑖|𝑥𝑖 , 𝜃)

In case of logistic regression:

𝑝 𝑦𝑖 𝑥𝑖 , 𝜃 =
𝑒𝑥𝑖

𝑡𝜃

𝑒𝑥𝑖
𝑡𝜃 + 1

In practice we work with log-likelihood:

෍

𝑖

log 𝑝(𝑦𝑖|𝑥𝑖 , 𝜃)



How to ensure we generalize well?

Better fitting to training data does not always translate to better model!



Ockham (Occam)’s Razor

William of Ockham (1295-1349) was a Franciscan friar who applied the 

criteria to theology:

- “Entities should not be multiplied beyond necessity” (Classical version but not an 

actual quote)

- “The supreme goal of all theory is to make the irreducible basic elements as 

simple and as few as possible without having to surrender the adequate 

representation of a single datum of experience.” (Einstein)

Requires a precise definition of simplicity

Assumes that nature itself is simple.



Model Overfitting

Typically handled through Regularization – favor simpler models

- When model is a linear functional we can add its norm to the criterion

- Early stopping for Neural Networks

- Tree pruning for Decision Tress



Support Vector Machine

- Maximal Margin criterion in Support Vector Machine

- Minimize norm of the model



Support Vector Machine

Hard margin: 

min
w

𝑤

subject to 𝑦𝑖 𝑤
𝑇𝑥𝑖 + 𝑏 ≥ 1

Soft margin:

min
𝑤

1

𝑛
σ𝑖max(0,1 −𝑦𝑖𝑤

𝑇𝑥𝑖) + 𝑤 2



Validation

How to evaluate machine learning model:

- Q1: Can we quantify how well it works?

- Q2: How well does it generalize?

- Q3: Is it better then some other model?



Q1: Quantifying Model Performance

Done via evaluation metrics computed on test set

Evaluation metrics:

- Depend on the problem type

- E.g. classification vs. regression

- Depend on the domain: what is the cost of a wrong or bad answer

- E.g. we do not want to miss positive examples

- E.g. some wrong answers cost more money than other wrong answers?

Difficulties:

- Supervised problems easier to evaluate since we have ground truth

- Solutions to unsupervised problems can be subjective

- E.g. how to quantify good clustering vs. bad clustering?



Binary Classification

Model 𝑓(𝑥) evaluated on test set { 𝑥𝑖 , 𝑦𝑖 ; 𝑦𝑖 ∈ {1, −1}}

Each element from test set is assigned to one of the following sets:

yi 𝑓 xi

True Positive (TP) 1 1

False Positive (FP) -1 1

True Negative (TN) -1 -1

False Negative (FN) 1 -1

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
𝑟𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
𝐹1 =

2 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙



ROC Curve

ROC = Receiver operating characteristic

Plot models by two characteristics computed from the test set:

- True positive rate: 𝑃 𝑇𝑃 =
𝑇𝑃

𝑇𝑃+𝐹𝑁

- False positive rate: 𝑃 𝐹𝑃 =
𝐹𝑃

𝐹𝑃+𝑇𝑁



Area Under the Curve (AUC)

Classification model returns 

some confidence score

Sort classification of test 

examples by this score

Compute ROC plot for different 

positive classification threshold



Regression

Model 𝑓(𝑥) evaluated on test set { 𝑥𝑖 , 𝑦𝑖 ; 𝑦𝑖 ∈ ℝ}

- Residual: 𝑓 𝑥𝑖 − 𝑦𝑖

Standard error metrics:

- Mean Square Error

- Coefficient of determination

1

𝑛
෍

𝑖=1

𝑛

𝑓 𝑥𝑖 − 𝑦𝑖
2

𝑅2 = 1 −
σ𝑖=1
𝑛 (𝑓 𝑥𝑖 − 𝑦𝑖)

σ𝑖=1
𝑛 (𝑦𝑖 − ത𝑦)



Q2: How well does it generalize?

Golden rule: never evaluate on the training data

- Split data into training and testing parts

- Train on the training part

- Compute evaluation metrics on the testing parts

Avoid leaks from training to test data:

- Time-specific datasets like news articles

- Feature extraction and representation learning should not see test data



Confidence

Way of obtaining multiple metrics from same  dataset:

- k-fold cross-validation

- Generate k random train-test splits and compute evaluation metrics from each

- Leave-one-out cross validation

- Edge case of k-fold cross-validation



Q3: Is it better then some other model?

We have two models:𝑓1 and 𝑓2

How can we tell which is better:

- Compute evaluation metrics on several train-test splits for each model

- Result: two sets of metrics

- Test hypothesis: 

- They have same mean: Permutation test

- Two sets are drawn from the same distribution: Kolmogorov-Smirnoff test



HANDS-ON



Hands-on

Tools (all on web, no installation necessary) 

- Tonic: https://tonicdev.com/

- QMiner: http://qminer.ijs.si

Example 1: Sentiment Classifier

- https://tonicdev.com/rupnikj/sentiment-classifier-hands-on

Example 2: Hangover Regression:

- https://tonicdev.com/blazf/hangover-regression

https://tonicdev.com/
http://qminer.ijs.si/
https://tonicdev.com/rupnikj/sentiment-classifier-hands-on
https://tonicdev.com/blazf/hangover-regression

