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 Objectives of this presentation.

 Implicit crowdsourcing model combining language-related   

datasets with language learning exercises.

 Foreseen datasets:

 tracked learners’ answers to automatically-generated exercises,

 tracked learners’ answers to exercises with large sets of questions.

 Added value in providing datasets.

 3 Questions to the audience.
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Overall objective

 To start a data collection initiative that will enable several interesting lines 

of research within enetCollect. 

 Among others, it will allow to demonstrate the viability of an implicit 

crowdsourcing model.

 You can participate in providing data for the collection or in helping to 

analyze the data.

Objectives of this presentation

Objectives of this presentation



“Gathering data” (4 / 19)

L. Nicolas & V. Lyding, 1st WG3/WG5 Meeting, 24th October 2018, enetCollect (CA16105)

This presentation IS NOT about:

 presenting (preliminary) results to prove that we can implicitly crowdsource 

language-related datasets from learners,

 presenting well-known / fully-demonstrated / widely-consensual facts about 

how we can implicitly crowdsource language-related datasets from learners.

Objectives of this presentation

Objectives of this presentation
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This presentation is about:

 Explaining an implicit crowdsourcing theoretical model combining 

language-related datasets and language learning exercises.

 Starting to gather sets of learner data in the form of answers to exercises 

that a could serve multiple purposes of three WGs (WG2, WG4 & WG5).

 Explaining what is the added value in providing such data for you and for 

enetCollect.

Objectives of this presentation

Objectives of this presentation
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Some language learning exercises can be automatically generated from a 

language-related (e.g. NLP) dataset (e.g. POS lexica, treebanks, wordnets).

Theoretical model

IF

a dataset can be used to generate a language learning exercise,

THEN

the answers to such exercise can be used to enhance the dataset.

Implicit crowdsourcing theoretical model
[ General idea ]

Implicit crowdsourcing paradigm

Content

Enhancements
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Implicit crowdsourcing theoretical model
[ Examples of exercises ]

Implicit crowdsourcing paradigm

“Word search” exercises “Classify words” exercises

 Questions can be generated from a POS lexicon.
 Answers can be used to correct or extend a POS lexicon.



“Gathering data” (9 / 19)

L. Nicolas & V. Lyding, 1st WG3/WG5 Meeting, 24th October 2018, enetCollect (CA16105)

Implicit crowdsourcing theoretical model
[ Examples of exercises ]

Implicit crowdsourcing paradigm

“Circle the word” exercises “Passive / Active voice” exercise 

 Questions can be generated from a treebank.
 Answers can be used to correct or extend a treebank.
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Implicit crowdsourcing theoretical model
[ Examples of exercises ]

Implicit crowdsourcing paradigm

“Analogy” exercises “Synonymy” exercises

 Questions can be generated from a Wordnet.
 Answers can be used to correct or extend a Wordnet.
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 The datasets foreseen are simple => sets of tracked learner answers to 

language learning exercises, as collected by some LL platforms.

 Two similar types of datasets foreseen (see slides after).

Only limited amount of information needed for each answer, for example:

o learner id,

o exercise id,

o question id,

o timestamp,

o answer,

o correctness of the answer. 

Foreseen datasets

Foreseen datasets
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 Automatically-generated exercises can have a large number of different 

questions for one exercise type.

Collecting learner answers would allow to study if the set of learner answers 

overall confirm or contradict the correct answer (i.e. the data used to 

generate the question).

 If the learners answer contradict the correct solution more than they do for 

other questions, then we can assume that:

(1) the question is more difficult => the learner answers are of less quality,

(2) the solution is incorrect (i.e. and so is the data that generated it).

This would prove that learners can help correcting the datasets and that  

the theoretical model is viable in such use-case.

The studies would already allow to detect corrections.

(1) Tracked learners’ answers to automatically-
generated exercises

Foreseen datasets
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 An exercise type with a sufficiently large number of different questions

could be considered as automatically-generated from a small dataset.

 The reasoning explained previously for automatically generated-exercises

is still valid even though there are no real datasets here.

 The number of questions of the exercise should be large enough to run

some statistics (e.g. more than 100).

(2) Tracked learners’ answers to exercises with 
large sets of questions

Foreseen datasets
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On a theoretical level, helping to demonstrate the model will help developing 

two noticeable win-win aspects for multiple stakeholders (you included):

 First win-win: every improvement to the dataset benefit the crowd of 

learners by improving the quantity and validity of the generated questions.

 Second win-win: the more crowdsourced manpower = the more support 

from language-related R&I actors for the language learning community.

Added value in providing datasets

Added value in providing datasets

On a practical level:

 You would concretively contribute to enetCollect,

 You would enable interesting works in other WGS (WG2, WG4 & WG5),

 Your datasets will be studied and you will receive feedback,

 You will foster your involvement in subsequent initiatives (e.g. publications, 

project proposals).
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1) Who has understood (most of) this presentation?

=> If you haven’t, feel free to ask questions now. 

2) Who knows a language learning platform that tracks or could track 

learner answers? 

3) Who would also be interested in performing statistical studies on 

such sets of learner answers?

3 Questions to the audience

3 Questions to the audience
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This is a Title of This Slide
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If you must include text on the same slide as an information 

graphic, keep it minimal so as not to overwhelm your audience.
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Title and a Two-Column Text

Type your highly motivational phrase here and impress 

the audience.
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• This is a short description 

of the picture.

• You don’t have to use 

bullets always. You don’t 

have to use bullets 

always. You don’t have to 

use bullets always.

Title, Picture and a Text
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• You don’t have to use bullets always. Be clear and short.

• Here goes a bullet

• http://enetcollect.eurac.edu

• This is also a bullet

• Try to avoid sub-bullets as much as possible

This is a Title
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“If you wish, type your highly motivational phrase here 

and impress the audience.”

http://enetcollect.eurac.edu/
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