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Aim
 
to create an interdisciplinary 
community around the 
generation of pedagogical 
questions that should be 
relevant in the task of reading 
comprehension.
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Overview

• Objectives

• Evaluation of Automatically Generated Questions

• Annotation Guidelines

• Preliminary Data Analysis

• Evaluating the criteria

• Evaluation of Manually Generated Questions

• Lessons learnt
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● Evaluation of questions via crowdsourcing
● Hackathon: 

work on the improvement of the QG task

Objectives
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Evaluation of Automatically 
Generated Questions

Fluency, ambiguity, 
answerability, pedagogical 
relevance, comprehension type

● Biology texts (grade 7/8): Cell theory
● English
● Rule-based approach and 

deep learning approach
● Evaluation plattform: pybossa
● 5 measures: 
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Evaluation of Automatically 
Generated Questions

Examples
– When did Rudolf Virchow develop the hypothesis 

         that cells only come from other cells?

–  What is a cell?

–  What is a human to a potato?

–  What is so?

–   What do many structures in the cell have?

–  Who created the theory of the theory?
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Annotation Guidelines

• D???

•
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Annotation Guidelines
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Preliminary Data Analysis
● How do human-annotated quality scores correlate with 

     properties of the generated data?
● Ultimate Goal: automatically rank questions or 

     exclude bad questions 
● Properties considered: 

– Question length

– Overlap of the question with the source sentence (answer)

– n-gram probability of the question

● Number of evaluated questions: 28 
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Data Analysis for Fluency
• GST (Greedy String 

Tiling): the higher the 
similarity the lower fluency

• Levenshtein distance: 
opposite to GST

• #Toks: in the question with 
no high correlation

• Overl1: % #toks of the 
question in the answer

• Overl2: % #toks of the 
answer in the question

• Avg3g: 3-gram (question) 
probability under a generic 
Web1T English language 
model

• Min3g: higher probability 
more fluent

Lower fluency means better

Pearson Correlation for FLUENCY

Individually for each of the 4 annotators
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Preliminary Data Analysis

Fluency

Annotator1

GST3 feature

REMEMBER:

The higher the similarity 
the lower fluency

and

lower fluency means 
better
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Annotation Guidelines: 
Evaluating the criteria

● Low inter-annotator agreement
● Depending on the question, some 
evaluation criteria were not applicable

●  New evaluation guidelines
●  New pybossa task presenter to show some 
criteria based on previous answers
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New Annotation Guidelines

● Same questions
● External evaluation of an expert
● New guidelines

– Remove idiomatic

– Rephrasing of the question
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New Annotation Guidelines
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New Annotation Guidelines
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New 
Annotation 
Guidelines
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Evaluation of Manually 
Generated Questions

● Created by a group member
Criteria:

● Not be too boring
● Paraphrase
● Ask questions only about the content of the text
● Some questions require short and precise answers
● Other questions allow longer and more personalised answers
● Cover the content of the whole text
● Use different syntactic constructions

● Evaluated by the rest of the group
● Inter-annotator agreement (to analyse)
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Evaluation of Manually 
Generated Questions

Examples
● How do our bodies produce new cells?
● What do a human and a banana have in 

common?
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Lessons learnt

● Annotation/Evaluation is challenging
● Linguistic measures are good as a first step to 

measure the quality of the questions
●  We need measures to evaluate the quality of the 

questions from the pedadogical point of view
●  Need more feedback from educational experts
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OUTCOMES

• Automatically generated 
Question Dataset

• Pybossa plattform

• Implemented Guidelines

(improving)

References and Outcomes

http://pybossa.ixa.eus/project/CT_QG_guidelines/
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Thank You

Montse Maritxalar
montse.maritxalar@ehu.eus

You can check some automatically generated questions using

The first version of the annotation guidelines at:

http://pybossa.ixa.eus/project/CT_QG/task/556

New guidelines at:

http://pybossa.ixa.eus/project/CT_QG_guidelines/task/812
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