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My goal today = mini intro to quality control in crowdsourcing 

Quality of a crowdsourced task = the extent to which the output 
meets or exceeds the requester’s expectations

Talk based on: F. Daniel, P. Kucherbaev, C. Cappiello, B. Benatallah, M. Allahbakhsh. Quality Control in Crowdsourcing: 
A Survey of Quality Attributes, Assessment Techniques and Assurance Actions. ACM Computing Surveys 51(1), Article 
No. 7, April 2018.
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now

State of the art

Turkit (Little et al. 2010c) 

Jabberwocky 
(Ahmad 999 et 
al. 2011) 

CrowdWeaver (Kittur et al. 2012) 

now

discontinued

AskSheet (Quinn 
and Bederson 2014) 

Turkomatic (Kulkarni 1003 et al. 2012a) 

CrowdForge 
(Kittur et al. 2011) 

(as of end of 2017)
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Lionel:  
“…cross-match the answers of students to questions we don't 
have the answer for” 
“directly or indirectly ask boolean questions to the students (e.g. 
‘Does the student think that this word is a verb?’, ‘Does the student 
think that this translation is ok?’ etc.)” 
“…focus on aggregation methods for answers to boolean 
questions”

Quality control in



Hung, N. Q. V., Tam, N. T., Tran, L. N., & Aberer, K. (2013, October). An evaluation of aggregation techniques in 
crowdsourcing. In International Conference on Web Information Systems Engineering (pp. 1-15). Springer, Berlin, Heidelberg.
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3.2 Crowd Simulation

The simulation module helps benchmark users simulate the crowdsourcing process in
the literature. It is implemented with two components: (i) worker simulator—simulates
di↵erent types of workers—and (ii) answer simulator—generates numbers of objects
(questions) and their true labels (answers). Both of them demonstrate an online process
where each worker is assigned to answer a set of questions. Details are provided below.

Worker simulator Many previous studies [11,21] characterized di↵erent types of
crowd workers to reflect their expertise. Based on the classification in [21], we sim-
ulate 5 worker types as depicted in Figure 2. (1) Experts: who have deep knowledge
about specific domains and answer questions with very high reliability. (2) Normal

workers: who have general knowledge to give correct answers, but with few occasional
mistakes. (3) Sloppy workers: who have very little knowledge and thus often give wrong
answers, but unintentionally. (4) Uniform spammers: who intentionally give the same
answer for all their own questions. (5) Random spammers: who carelessly give the ran-
dom answer for any question. To model these types of workers, we use two parameters:
sensitivity—the proportion of actual positives that are correctly identified—and speci-

ficity—the proportion of negatives that are correctly identified. Following the statistical
result in [11], we set randomly the sensitivity and specificity of each type of workers as
follows. For experts, the range is [0.9, 1]. For normal workers, it falls into [0.6, 0.9]. For
sloppy workers, the range [0.1, 0.4] is selected. For random spammers, it varies from
0.4 to 0.6. Especially for uniform spammers, there are two regions: (i) sensitivity 2
[0.8, 1], specificity 2 [0, 0.2] and (ii) sensitivity 2 [0, 0.2], specificity 2 [0.8, 1].

Answer simulator This component generates worker answers for two types of ques-
tions. (1) Binary-choice (yes/no): in the literature, the two-coin model [19] is used to
generate worker answers for each object. Each worker is associated with sensitivity and
specificity, as described above. If the true label is yes, the worker answers yes with
the probability sensitivity. If the true label is no, the worker answers no with the prob-
ability speci f icity. (2) Multiple-choice: since the two-coin model is only compatible
with binary-choice questions, we adapt to multi-choice questions by using a reliability
degree r 2 [0, 1] for each worker. Given a question with k choices, the probability of
the worker answer being the same as and being di↵erent from the true label is r and
(1 � r)/k, respectively. Note that the reliability degree is a special case of sensitivity
and specificity; i.e. if sensitivity = speci f icity then sensitivity = speci f icity = r. It is

Binary/Boolean labeling: worker types
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Abstract. As the volumes of AI problems involving human knowledge are likely
to soar, crowdsourcing has become essential in a wide range of world-wide-web
applications. One of the biggest challenges of crowdsourcing is aggregating the
answers collected from the crowd since the workers might have wide-ranging
levels of expertise. In order to tackle this challenge, many aggregation tech-
niques have been proposed. These techniques, however, have never been com-
pared and analyzed under the same setting, rendering a ‘right’ choice for a par-
ticular application very di�cult. Addressing this problem, this paper presents a
benchmark that o↵ers a comprehensive empirical study on the performance com-
parison of the aggregation techniques. Specifically, we integrated several state-
of-the-art methods in a comparable manner, and measured various performance
metrics with our benchmark, including computation time, accuracy, robustness

to spammers, and adaptivity to multi-labeling. We then provide in-depth analysis
of benchmarking results, obtained by simulating the crowdsourcing process with
di↵erent types of workers. We believe that the findings from the benchmark will
be able to serve as a practical guideline for crowdsourcing applications.

1 Introduction

In recent years, crowdsourcing becomes a promising methodology to overcome prob-
lems that require human knowledge such as image labeling, text annotation, and product
recommendation [14]. Leveraging this methodology, a wide range of applications [5]
(e.g. ESP game [1], reCaptcha [2], and ZenCrowd [3]) have been developed on top of
more than 70 platforms 1 such as Amazon Mechanical Turk and CloudCrowd. The rapid
growth of such applications opens up a variety of technical challenges [16,9,8].

One of the most important technical challenges of crowdsourcing is answer aggre-
gation [17], which aggregates a set of human answers into a single value. In our setting,
we consider a broad class of problems in which there is an objective ground truth exter-
nal to human judgment; i.e. each question has an exact answer but no one knows what
it is. The goal of answer aggregation is to find this hidden ground truth from a set of
answers given by the crowd workers. This goal is, however, di�cult to achieve for two
main reasons. First, the crowd workers have wide-ranging levels of expertise [20] , lead-
ing to high contradiction and uncertainty in the answer set. Second, the questions vary
in di↵erent degrees of di�culty, resulting in an incorrect assessment of the true exper-
tise between truthful workers and malicious workers. To fully overcome this challenge,
a rich body of research has proposed di↵erent techniques for the answer aggregation.

1 http://www.crowdsourcing.org/

Comparison of 
non-iterative 
and iterative 
aggregation 
techniques 
>> “For binary 
labeling, 
Expectation 
Maximization is 
the winner”
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ABSTRACT
In this paper we analyze a crowdsourcing system consisting of a
set of users and a set of binary choice questions. Each user has an
unknown, fixed, reliability that determines the user’s error rate in
answering questions. The problem is to determine the truth values
of the questions solely based on the user answers. Although this
problem has been studied extensively, theoretical error bounds have
been shown only for restricted settings: when the graph between
users and questions is either random or complete. In this paper we
consider a general setting of the problem where the user–question
graph can be arbitrary. We obtain bounds on the error rate of our
algorithm and show it is governed by the expansion of the graph.
We demonstrate, using several synthetic and real datasets, that our
algorithm outperforms the state of the art.

Categories and Subject Descriptors
H.4.m [Information Systems]: Miscellaneous

Keywords
Crowdsourcing, mechanical turk, spectral methods

1. INTRODUCTION
Ever since Amazon launched its Mechanical Turk in 2005, crowd-

sourcing and human computing have become part and parcel of
the World-Wide Web experience (en.wikipedia.org/wiki/
Crowdsourcing). The topic frequently hits popular media, rang-
ing from plaudits1 to all-round skepticism2. Crowdsourcing has
also attracted the attention of the research community at large, as
evinced by the number of workshops and tutorials in many recent
conferences dedicated to this topic: WWW3, WSDM4, SIGIR5,
CHI6, KDD/AAAI7.

1sfgate.com/business/prweb/article/
Crowdsourced-mobile-fraud-intervention
-solution-4009930.php
2www.technologyreview.com/view/416966/
how-mechanical-turk-is-broken/
3crowdsearch.como.polimi.it/
4ir.ischool.utexas.edu/csdm2011/
5ir.ischool.utexas.edu/cse2010/
6crowdresearch.org/chi2011-workshop/
7www.humancomputation.com

Copyright is held by the International World Wide Web Conference
Committee (IW3C2). IW3C2 reserves the right to provide a hyperlink
to the author’s site if the Material is used in electronic media.
WWW 2013, May 13–17, 2013, Rio de Janeiro, Brazil.
ACM 978-1-4503-2035-1/13/05.

As its name suggests, crowdsourcing taps into the wisdom of
crowds. In its most basic version, it involves posing a presumably
hard question to a set of users and aggregating their individual re-
sponses in order to deduce the answer to the question. This simple
paradigm is useful in two scenarios where human labeling offers
some version of the ground truth. First, it can be used to generate
large quantities of labeled examples for algorithms that are based
on machine learning. Second, it can be used for large-scale human
evaluation and comparison of different algorithms for a problem.

Even this simplest version of crowdsourcing already poses an in-
teresting research challenge: how to aggregate the responses of the
users in order to obtain the true answer to each question? Metic-
ulous users can be more accurate than the others in answering the
questions, whereas unreliable/lazy (or spammy) users can provide
random (or even adversarial) answers. To further complicate the
problem, in many such systems, the reliability of a user may not be
known a priori; indeed, a large fraction of the users may even be
new recruits. These issues entail a holistic approach to the problem:
rather than aggregate the answers for each question in isolation, it
becomes necessary to look at the global matrix of user provided
answers to all the questions in order to simultaneously elicit both
the user reliabilities and the true answers.

There have been several approaches [5, 10, 19, 2, 14, 3, 15, 11]
to formalizing this problem. These approaches posit a set of items
with binary qualities, and a set of users indicating the qualities of
items. Not all users necessarily rate all items. A bipartite graph G
between items and users captures the set of items rated by each user.
Typically, a simple model is assumed for users: each user is asso-
ciated with a reliability measure, which is used to independently
“corrupt” her perception of the true quality of the item. Given a set
of user ratings, the problem is to collectively determine the reliabil-
ity of each user and the true quality of each item. These approaches
fall into two broad categories: machine-learning based and linear-
algebraic based. The machine-learning approaches are based on
variants of EM, which work on any graph G, but offer no guaran-
tees as to how well they perform (see Section 2).

Algebraic approaches, on the other hand, can provide theoreti-
cal guarantees on the error in estimating item qualities, but so far
have been limited to either complete assignment graphs (when each
user rates all items) or to random graphs (when the assignment of
users to items is random). One of the first algebraic approaches
was proposed by Ghosh et al. [5], who present an algorithm with
the following guarantee: for a random user–item assignment graph
with n users, where in expectation each user rates D items and each
item receives � ratings, the fraction of incorrectly estimated items
bounded by O(

p
n

D3 ). This bound is vacuous for sparse graphs
where each user rates o(n1/3) items. Karger et al. [10] show that
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Abstract

Crowdsourcing markets have gained popular-
ity as a tool for inexpensively collecting data
from diverse populations of workers. Classifi-
cation tasks, in which workers provide labels
(such as “offensive” or “not offensive”) for in-
stances (such as “websites”), are among the
most common tasks posted, but due to hu-
man error and the prevalence of spam, the
labels collected are often noisy. This problem
is typically addressed by collecting labels for
each instance from multiple workers and com-
bining them in a clever way, but the question
of how to choose which tasks to assign to each
worker is often overlooked. We investigate
the problem of task assignment and label in-
ference for heterogeneous classification tasks.
By applying online primal-dual techniques,
we derive a provably near-optimal adaptive
assignment algorithm. We show that adap-
tively assigning workers to tasks can lead
to more accurate predictions at a lower cost
when the available workers are diverse.

1. Introduction

Crowdsourcing markets provide a platform for inex-
pensively harnessing human computation power to
solve tasks that are notoriously difficult for computers.
In a typical crowdsourcing market, such as Amazon
Mechanical Turk, registered users may post their own
“microtasks” which are completed by workers in ex-
change for a small payment, usually around ten cents.
A microtask may involve, for example, verifying the
phone number of a business, determining whether or
not an image contains a tree, or determining (subjec-

Proceedings of the 30 th International Conference on Ma-
chine Learning, Atlanta, Georgia, USA, 2013. JMLR:
W&CP volume 28. Copyright 2013 by the author(s).

tively) whether or not a particular website is offensive.

The availability of diverse workers willing to complete
tasks inexpensively makes crowdsourcing markets ap-
pealing as tools for collecting data (Wah et al., 2011).
Classification tasks, in which workers are asked to pro-
vide a binary label for an instance, are among the most
common tasks posted (Ipeirotis, 2010). Unfortunately,
due to a mix of human error, carelessness, and fraud
— the existence of spammy workers on Mechanical
Turk is widely acknowledged — the data collected is
often noisy (Kittur et al., 2008; Wais et al., 2010). For
classification tasks, this problem can be overcome by
collecting labels for each instance from multiple work-
ers and combining these to infer the true label. In-
deed, much recent research has focused on developing
algorithms for combining labels from heterogeneous la-
belers (Dekel & Shamir, 2009; Ipeirotis et al., 2010).
However, this research has typically focused on the in-
ference problem, sidestepping the question of how to
assign workers to tasks by assuming that the learner
has no control over the assignment. One exception
is the work of Karger et al. (2011a;b), who focus on
the situation in which all tasks are homogeneous (i.e.,
equally difficult and not requiring specialized skills),
in which case they show that it is not possible to do
better than using a random assignment.

One might expect the assignment to matter more when
the tasks are heterogeneous. Classifying images of
dogs versus images of cats is likely easier for the av-
erage worker than classifying images of Welsh Terriers
versus images of Airedale Terriers. It might be neces-
sary to assign more workers to tasks of the latter type
to produce high confidence labels. The assignment can
also be important when tasks require specialized skills.
A worker who knows little about dogs may not be able
to produce high quality labels for the Terrier task, but
may have skills that are applicable elsewhere.

We investigate the problem of task assignment and la-
bel inference for heterogeneous classification tasks. In

Adaptively assigns tasks to 
workers to optimize overall 
budget spent >> requires ability to 
assign tasks directly to workers + 
worker profiles
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ABSTRACT
In this paper we address the problem of budget allocation for
redundantly crowdsourcing a set of classification tasks where
a key challenge is to find a trade–off between the total cost
and the accuracy of estimation. We propose CrowdBudget,
an agent–based budget allocation algorithm, that efficiently
divides a given budget among different tasks in order to
achieve low estimation error. In particular, we prove that

CrowdBudget can achieve at most max
{

0, K
2 −O

(√
B
)}

estimation error with high probability, where K is the num-
ber of tasks and B is the budget size. This result signif-
icantly outperforms the current best theoretical guarantee
from Karger et al. In addition, we demonstrate that our
algorithm outperforms existing methods by up to 40% in
experiments based on real–world data from a prominent
database of crowdsourced classification responses.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Intelligent
Agents

General Terms
Algorithms, Theory, Experimentation

Keywords
Crowdsourcing, Task Allocation, Budget Limit, Regret Bounds

1. INTRODUCTION
Crowdsourcing classification tasks, such as classification of
complex images [5] or identification of buildings on maps
[3], has recently become widely used as it presents a low-cost
and flexible approach to solve complex classification tasks by
combining human computation with agent intelligence [2].
In particular, by dedicating tasks to a population of hired
users (i.e. workers) for a small fee, the taskmaster (i.e. task
requester) can collect a large set of class labels from the
workers and ultimely estimate classification answers from
the multiple reports. To achieve this, the taskmaster re-
dundantly allocates tasks to users (in order to reduce uncer-
tainty, as a single response might be unreliable), and then

Appears in: Proceedings of the 12th International Confer-
ence on Autonomous Agents and Multiagent Systems (AA-
MAS 2013), Ito, Jonker, Gini, and Shehory (eds.), May,
6–10, 2013, Saint Paul, Minnesota, USA.
Copyright c⃝ 2013, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

aggregates the responses into a final estimate using a fusion
method (e.g. majority voting [1] or IBCC [10]). Within
many systems, such a process of task allocation and reports
fusion is not trivial and is typically done by a computer
agent as it might need complex computation that humans
cannot provide [5, 6].1

Now, a key challenge within these crowdsourcing systems
is to find an efficient trade–off between the cost of redun-
dant task allocation and the accuracy of the result. In more
detail, by assigning multiple users to a single task, we can
achieve higher accuracy of answer estimation, but we might
also suffer a higher cost due to hiring more users. To date,
research work has typically focused on applications where
the cost of task allocation is uniform for each task [2, 12,
5]. In this case, the search of the aforementioned trade–off
is reduced to the problem of minimising the estimation er-
ror per task given the number of assigned users to a single
task. However, in many real–world scenarios, completing
different tasks might require different costs that depend on
the difficulty and the time required for the user to complete
such a task. For example, consider a habitat monitoring
project where the goal is to accurately identify the living
area of some rare species (e.g. the desert tortoise from the
Mojave desert, US, or the New Forest cicada in the UK). To
avoid sending expeditions of professionals with high cost,
one low–budget, but efficient, way to tackle this problem
is to ask people from neighbouring areas to make observa-
tions and then send reports in return for a certain amount of
payment. However, as the approachability of geographical
areas might vary (e.g. due to possible dangers or landscape),
we might need to pay different costs to motivate people to
approach different areas in order to provide reports. Fur-
thermore, this allocation scheme has to cope with the fact
that the project is limited by its funds.

Another example comes from the human computation do-
main. Suppose a system designer aims to use a crowdsourc-
ing platform to execute complex workflows of jobs [13]. In so
doing, he/she decomposes the workflows into sets of micro–
tasks, and assigns these tasks to a population of users. Now,
a typical classification task within this domain is to deter-
mine whether a micro–task is completed, and the goal is to
maximise the total accuracy of such classifications. To do so,
he/she incentivises users to participate in this classification
phase and compensate their effort with a certain payment.
Note that the classification tasks may vary in difficulty, as
some are more time consuming, while many others are triv-
ial. Thus, users might need different sizes of payment when

1Hence the combination between human and agent (i.e.
computer) intelligence.

Majority voting based 
optimization without the need 
for direct task assignment



My impression

The problem is not just aggregating outputs! 

Quality is a holistic problem that is determined by all aspects of a 
crowdsourced task 

Quality of input data 
Quality of task design 
Quality of people 
Quality of output processing 

Each crowdsourced task is an own experiment and has own 
quality control requirements 

>> iterative development of tasks



“Does the student think that this translation is ok?”
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“Does the student think that this word is a verb?”

Is the following word a verb? 
“is” [yes|no]

vs.

Assign 1 point if the verb is correctly identified. 
Use common MV to decide on correctness of verb. 
Assign 3 more points to the player who identified it first. 
Publish top scorers / a leaderboard (fosters competition). 
Award badges for achieved milestones.

Where is the verb in this sentence?

Gamification
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Mixed collaboration and gamification

Give n points for a translation that obtains n positive votes. 
Give 1 point to votes that are the majority vote, 0 otherwise. 
Publish ranking.



In short, use all 
registers you 
have to assure 
quality! 

And keep 
measuring and 
checking…
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