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The hardworking team
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• A good (tentative) idea

• A hardworking group

• What’s next?

Overview
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The ptSkELL project
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This project sets up to develop the Portuguese version of SkELL (Sketch Engine for 
Language Learning), following the highly successful cases of Czech, English, 
Estonian, German, Italian, and Russian. 

SkELL is a language learning tool that provides automatic summaries of corpus 
data.
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The ptSkELL project

13.03.19

The requisites for SkELL are:
1) A very large corpus with various genres  
2) Sketch grammar
3) GDEX configuration

However, for language learning tools with automatically-created web corpus data, 
further corpus cleaning up is required. 
NO offensive words nor sensitive content = NO PARSNIPs (Pork - Alcohol - Racism -
Sex - Narcotics - Isms – Politics). 

(Kuhn & Kosem, 2016)

(Kosem, Koppel, Kuhn, Michelfeit, & Tiberius, 2018)

? PtTenTen web corpus 3.8 bi words
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SkELL
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The objective of task 5 (crowdfest) is to 
create a crowdsourcing project to help 
to clean the corpus, namely, take the 
whole corpus and find a way to get rid of 
inappropriate sentences
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How can web corpora be cleaned for language learning
purposes using crowdsourcing?

Research question
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Crowdfest challenge: to develop a methodology
13.03.19
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• New blacklists
• Long blacklist: (from Portuguese.gdex) - 306 words with cultural issues, leader names and 

countries (blacklist.txt)
• Short curselist (from Portuguese.gdex) - 141 words - only really BAD words (curses), 

without the double meaning words and cultural issues (curselist.txt)
• API script with two options:

• Option 1 - GDEX on - filtered sentences: 100 lemmas. Request 300 sentences from API. 
Remove duplicates. Keep 100 sentences. 100 sentences per lemma

• Option 2 - GDEX off - unfiltered sentences: 100 lemmas. 1000 sentences per lemma
• Word embeddings to find synonyms of blacklist words:

• Examined options: SKIP-GRAM 300 dimensões from NILC 
http://www.nilc.icmc.usp.br/embeddings, Wang2Vec

• Based on experiments: fasttext-skipgram 300-dim model (from the same authors)
• Preliminary evaluation of extracted sentences
• Initial discussion about PYBOSSA task design

In two days…

13.03.19

http://www.nilc.icmc.usp.br/embeddings
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Sketch of crowdsourcing task
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• API script refactoring and 
extension
• Multiple languages
• Filtering no-GDEX results 

by GDEX length

• Data preprocessing for 
Serbian and Dutch

• One poster accepted –
enetCollect

• Two conference papers 
submitted (Eurocall and 
eLex)

Since the crowdfest
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• Two new team members (one new language – Slovene)
• 16th March meeting: crowdsourcing project design
• STSM?

What’s next?

13.03.19
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• Pybossa: http://pybossa.com/

• SkELL: https://skell.sketchengine.co.uk/run.cgi/skell

• Kuhn, T.Z.; Kosem, Iztok ( 2016) Devising a Sketch Grammar for Academic Portuguese. Slovenščina 2.0: empirical, 
applied and interdisciplinary research, v.4, p.124 - 161.

• Kosem, Iztok; Koppel, Kristina; Kuhn, Tanara Zingano; Michelfeit, Jan; Tiberius, Carole. (2018). Identification and 
automatic extraction of good dictionary examples: the case(s) of GDEX. International Journal of Lexicography, 
advance article, p.1-19. DOI: 10.1093/ijl/ecy014. ISSN1477-4577. 

• SKIP-GRAM 300 dimensões: http://www.nilc.icmc.usp.br/embeddings

• fasttext-skipgram 300-dim model: 
http://143.107.183.175:22980/download.php?file=embeddings/fasttext/skip_s300.zip

• Hartmann et al. (2016) Portuguese Word Embeddings: Evaluating on Word Analogies and Natural Language Tasks. 
https://arxiv.org/pdf/1708.06025.pdf

References and Resources
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Thank you.


