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PERSIST Ecosystem

Collect & Save Real World
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patients
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Symmeltrlc MOdeI Of Inte raCtlon on InPUt + A spell checker to mitigate the issue of WER and precision in wild
AUtomated Speech Recognition (AS R) _ SPREAD (WER does not account for the variables that impact speech recognition).

Training
- ASR system SPREAD is built from the following boxes FZ il sy ) m

+ end-to-end Connectionist Temporal Classification-based deep neural model. corrector]

M ) ) I. I
) Neural Acoustic Model ) Training CTC loss

+ A a language model to further mitigate the issue of WER

}4’ Training
- KenlM
Slovenian language

Dictionary size: 215.851 unique words. (a list of fully correct words in a given language)

B-gram KenlM

model

Dataset size N sentences N unique Training time ErrRate Model size Platform
words
Training data Testing data Training time Model size 151 GB 90461818 23202569 S6min 3.51% 5.6GB HPC
SLOVENIAN 2xRTX8000
L atvian language
125!1'1:1::;5 ":‘?gtﬁg; 152 days 26GB HPC GPU 4xAS000 Dictionary size: 384.448 unique words (a list of fully correct words in a given language)
Lt E Dataset size N sentences N unique Training time ErrRate Model size Platform
1.5% 0.7% words
LATVIAN 654 MB 5478552 3210779 63min 4.75% 600MB HPC
782.65 hours 197.08 hours 93 days 2.6 GB HPC GPU 2xRTX8000
2XRTX8000 English language
Batch WER Test WER Dictionary size: 826.491 unique words (a list of fully correct words in a given language)
2.03% 0.35% Dataset size N sentences N unique Training time ErrRate Model size Platform
ENGLISH 2GB 64733542 ?z‘:ﬁgis 71mi 2.6% 1.5 GB HPC
1272.87 hours 319.97 hours 81 days 2.6 GB HPC GPU 8xA100 min o - 5
xRTX8000
Batch WER Test WER ES language
0.7% 2.92% Dictionary size: 636.598 unique words (a list of fully correct words in a given language)
SPANISH Dataset size N sentences N unique Training time ErrRate Model size Platform
1406.84 hours 364.79 hours 35 days 2.6 GB HPC GPU 8xA100 words
Batch WER Test WER 1.253 GB 10752825 879921 71min 5.62% 1.369 GB HPC
2.2% 5.5% =l
L g_[:t_!anguage 5.074.140 uni ds (a list of full t words | ' I )
ictionary size: 5.074. unique words (a list of fully correct words in a given language
2796.00 hours 709.42 hours 145 days 2.6GB HPC GPU 6xA100 Dataset size N sentences N unique Training time ErrRate Model size Platform
Batch WER Test WER words
9.1% 2.7% 1.435GB 8566970 1807880 71min 2.20% 223 GB HPC
FRENCH 2xRTX8000
1272.48 hours 335.49 hours 185 days 26 0GB HPC GPU 4x\V100 FR language
Batch WER Test WER Dictionary size: 742.308 unique words (a list of fully correct words in a given language)
5.3% 7 6% Dataset N sentences N unique Training ErrRate Model Platform
: P : size words time size
Language parameters for testing and training of the SPREAD Acoustic Model 6.588 GB 82382142 16308542 2 4min 4.30% 948 MB HPG
2xRTX8000
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Symmetric Model of Interaction on output
PLATOS Speech Synthesis (Text-to-Speech (TTS))

: Encoder Decoder Attention Mel-Post Network
- TTS models used the Tacotron 2 architecture to generate mel Kernel size = 5 2NN dim = 1024 RNN dim = 1024 Embedding dim = 512
spectrograms. N convolutions = 3 Pre-net dim=256 Dim =128 Kernel size =5
Embedding dim= 512 Attention dropout = 0.1 N filters = 32 N convolutions =5
Waveform Samples Dropout = 0.1 Kernel size = 31
Steps = 1000

Gate threshold = 0.5
Tacatron 2 configuration

2”)

System Min Max Mean Median Q1 Q3
' — Original recordings 60.0 100.0 93.67 100.0 91.0 100.0
' N TTS-3 6.0 100.0 51.35 53.0 35.0 68.0
TTS-4 0.0 65.0 26.44 25.0 15.0 33.0
WaveNet Vocoder Blizzard 2013 subset dataset: The MUSHRA Evaluation test for TTS-3 (Tacotfron+tWaveglow) and TTS-4
Y (Tacotron+Griffin lim)
System Min Max Mean Median Q1 Q3
recordings 50.0 100.0 92.08 95.0 89.75 100.0
____________________________________________________ TTS-2 5.0 100 64.07 70.5 43.0 86.75
: TTS-3 25.0 100.0 74.41 79.0 63.5 90.0
_______ Input sequence | . Linear Projection TTS-4 0.0  100.0  28.80 25.5 12.25 45.0
| LJSpeech: MUSHRA Evaluation test for TTS-2 (WaveRNN), TTS-3 (TacofrontWaveglow) and TTS-4
‘L (Tacotron+Griffin lim)
[ 2 LSTMs 2 Layer Pre-net
Vaa l T ™,
S(OﬂAFL?"tLO" For all PERSIST languages, we developed 2 TTS systems: TTS-3 (Tacotron+Waveglow) and
sensiave 1o - . . .
Jacation] TTS-4 (Tacotron+Griffin lim). For the English language we also developed a third system: TTS-2
Q v (Tactron + WaveRNN).
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Collecting Real World Data with a Personalized Chat
(complementing PROs)

OHC PLATFORM

Multimodal Sensing Network

- Diary l l
Record a new diary entry
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DCD Questionnaire Result

Notify

Do you have left shoulder pain?
me

Alert Cause

Pair Do you have arm pain?
)

Are you having any pain? Do you have shoulder pain?

How would you rate your pain on a scale of
0 (none) to 10 (extreme) over the past
month?

Do you feel numbness?

. Questionnaire Arm Pain
Please answer this questionnaire

O,

Causes

It is time for a blood pressure
measuremen t

Blood pressure Ade e

' (latest) »
7 5/ —I 1 q October 18, 2022
b 22:00:07

4 Itistime for a blood pressure
measurement.

To start a measurement, please sit Cornforlably
while wearing your smartband and press the
start button below. This will take about a
minute to complete
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Symptom Extraction from Diaries

- In the flow, we extract audio from the patient video. That audio is then sent to the automatic speech recognition engine to
get the transcription text.

- The results are stored on the FHIR server.

Word2Vec 3 S
Model kb Symptom Causes

Extractor
Text Feat SYMP
Patient Video ext reatures ( }

Fil
Transcription File 2

Depression Recognition

Algorithms: . . Decision with C:_:) Patient ID
Audio Features DE_":'E_"}“ "'"'"_th Probabilities e | Video Time
Extraction . SVM Majority Voting === i [
L3
(MATLAB) » RF (D/ND) 4 T
« LSTM - WG .
Features File y R
AHL7 FHIR
g .‘. i
T— Comerting o
Extraction > L)
(OPENFACE) :
Hand-Crafted
Hand-Crafted Features
Features JSON File
Feature Extraction FHIR Resources

Multi-Modal Depression Classification
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http://drive.google.com/file/d/13_iI_fNQwlqHRDXTUk8t6ZXm17_aeOFz/view
http://drive.google.com/file/d/13_iI_fNQwlqHRDXTUk8t6ZXm17_aeOFz/view

Evaluating the feature extraction pipeline

_ _ _ o _ o Visual cues related to facial emotional expressivity using the Visual Extraction Pipeline
Analysing language complexity using the Linguistic Feature Extraction Pipeline

Observable cues Sym ptom Media recordings DAIC-WOZ recordings

Observable cues SymptomMedia recordings DAIC-WOZ recordings Depressive Depressive

Depressive Depressive disorder Without r o Without r

= = sorder disorder
disorder Without F disorder Without F
M (SD) M (SD) M (SD) M (SD)
AL 11 Sent length M (SD) M (SD) M(SD) M (SD) C1: Occurrence of facial expressions (Frame (%))
.1.1: Sentence len

(ayg = 24.9)* 8.08(2.66)  7.70(1.80) 009  9.16(284)  992(325) -0.13 Em otion - Surprise 123(136)  177(131) Lo 131(185)  055(0.62) 036
A6.1.2: Sentence 132(0.18)  128(0.11) 014 122(0.09)  121(0.09)  0.08 Emotion - Anger 0.053 (0.08)  0.049 (0.07) 0.03 1.52(3.96)  0.82(1.15) 0.16

complexity (> 1.5 for high)*
2.1: Lexical diversity (> ion - Fear 218 (1.62)  2.84(2.

A6.2.L: Lexical diversity (> 13001)  0.14(0.01) -059 0.14(0.00) 0.15(0.01) -041 Emotion - Fear 18 (1.62) 84210 419

0.7 for lugh)* 10.67 i

12.33(9.55) 10.71(7.06) 0.11

A6.2.2: Lexical Emotion - Happiness 5.80(9.33) (17.40) 0.20 11.66 (9.62) 9.34(6.39) 0.17
sophistication (> 16.25 for 277(073)  247(053) 024 329(1.02) 351(1.18) -0.11 ' -
o) Emotion - Sadness 8.12 (6.38)  10.82(5.76) 20.62(6.91) 18.11(9.41) 0.16
high}* 0.23
A6.2.3: Lexical density (> 25 00 73 46 . 20 .49
- - 36.72(4.79 36.06 (3.02 009 3599 (258 3549 (224 0.11 ion - Di = == - ~
65 for high)* (4.79) (3.02) (2.58) (2.24) Emotion - Disgust (17.51) cazs) 0% (1460 15.71 (8.68)  0.24
J\Tr::res. M = mean, S]_Z} = star_lda;d dewviation, r = effect size r.::f_' thg difference between recordings of depressive C2: Intensity of facial expressions (Intensity (0 — 5 point))
disorder and those without within each dataset. * = The values indicate expected result on general population (for _ _ _
more information see Appendix A 1) Emotion - Surprise 1.79 (0.64) 1.81(0.22 0.03 1.81 (0.35) 1.79(0.22 0.04
Emotion - Anger 0.67 (0.81)  0.87(0.69) ) 0.86 (0.36)  0.78(0.26)  0.15
Prosodic and voice quality cues related to Engagement and Quality of verbal communication 0.14
using the Speech Feature Extraction Pipeline Emotion - Fear 142(024)  155(0.20) 5, 1.50(031)  136(0.12) 037
Observable cues SymptitomMedia recordings DATC-WOZ recordings _ _ -
Dgprgg_givg - Dgprgs_gjvg - Emotion - HEppH]ESS 1.36 (G44) 1.37 (G-q-ﬁ) 1.45 ([}19) 1.37 (ﬂ 16) 0.23
disorder Without ¥ disorder Without ¥ 0.01
M (SD) M (SD) M (SD) M (SD) Emotion - Sadness 1.61(0.18)  1.66(0.18) '1 , L177(035)  1.58(020) 039
B2: Engagement in verbal communication '
- 150.51757 175.06171 - 161.715342 149.71620 Emotion - Disgust 0.88 (0.13 0.97 (0.18 ) 0.83 (0.12 0.78 (0.13)  0.23
Pitch (Hz) (35.16333) (45.55554) 031  (38.62093) (37.78544) 016 = (0.13) (0.18) 0.30 (0.12) (0.13)
. 0 0.02236 0.02071 0.01450 0.01660 - C3: Occurrence and emotional variability
Local jitter (%6) (0.00356) (0.00216) 030 (0.00350) (0.00540) 0.24 Positive emotions (Frame ‘ 10.67 )
- 40.55071 36.28843 49 46458 4922040 5.80 (9.33) ' 11.66 (9.62)  9.34(6.39)  0.17
Intensity (Db) (4.29640) (791860) =7 (4.97600) (437559) 097 (%)) | (17.40)  0.20
B5: Decreased voice quality Negative emotions (Frame 36.57 38.93 - 56.26 45.90 0.24
y 0.00017 0.00013 0.00010 0.00013 - (%)) (18.77) (30.05) 0.05 (27.00) (20.93) -
Local absolute jitter (sec) (0.00006) (0.00004) 03> (0.00005) (0.00006) 0.24 Positive emotions -
1.36 (0.44 1.37(0.46 1.45(0.19 1.37(0.16 0.24
_ 0.12571 0.13114 _ 0.07208 0.07927 _ (Intensity (0 - 5 point)) 36 (0.44) 37(0.46) 4 45 (0.19) 37 (0.16) 2
Local shimmer (%6) (0.01542) (0.01123) 021  (0.01574) (0.01738) 022 NI; ;i,g e Dt-mlf;m B
_ 1.19400 1.23007 - 0.67625 0.74633 - =T . 1.14 (0.29) 1.26 (0.23) . 1.36 (0.16) 1.26 (0.11) 0.39
Local dB shimmer (dB) (0.12285) (0.09239)  0.18  (0.16521) 0.17961) 021 (TI“:E]{‘S“Y g} - 5fP':'““t)_) 0.24
Harmonics-to-noise ratio 10.71571 10.35021 A 13.83333 12.80000 Ofal mumber ol emotion - -
(HINR) (2.15857) (1.22188) 012 (2.28963) (2.27408) 0.23 variability 4.43 (0.94) 4.93 (1.00) 0.26 4.33 (0.49) 1.27(0.46)  0.08

Notes. M = mean, SD = standard dewviation, r = effect size of the difference between recordings of depressive
disorder and those without within each dataset.

Votes. M = mean. SD = standard deviation, = effect size of the difference between recordings of depressive
lisorder and those without within each dataset.

This project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No. 875406




Multi-Modal Feature Extraction and Depression Classification

DAIC-WOZ DB Dataset SymptomMedia, Dataset
Evaluation of Al AIgOI’ ithms Modality Fi-Scors  Recall Pracision MSE RMSE MAE Fi-Score  Recall Pracision MSE RMSE  MAE
Depression classification was tested with two different multi-modal datasets: T+A 038 039 055 061 078 061 046 046 046 053 073 053
- (Distress Analysis Interview Corpus Wizard-of-Oz (DAIC-WQ/Z) dataset as a T+V 042 041 055 059 076 059 042 043 042 057 075 057
reference dataset for multi-modal depression classification; AV 056 055 06 045 067 045 037 03 038 06 077 06
. T+A+Y 046 0.45 0.61 04 073 054 0.4 0.43 0.41 057 073 057
- SymptomMedia dataset as a test database) :
Performance and error metrics for SVM+RF with SVM Late Fusion
and different algorithms: DAIC-WOZ SymptomMedia DAIC-WOZ DB Dataset SymptomMedia Dataset
-> SVM late fusion, Testing Set 47 28 Modality Fi-S5core  Recall FPrecision MSE RMSE MAE Fi-Score  Recall Precision MSE RMSE MAE
-> RF late fusion, " Development Set 35 .
- LSTM (With gating) Training Set 107 _ T+A 0.38 0.39 055 061 078 061 046 046 046 053 073 053
)
- LSTM (With out g atin g) T+V 0.42 0.41 055 059 076 059 042 0.43 042 057 075 057
A+V 0.46 0.45 061 054 073 054 03 0.36 029 064 03 054
ot + Prediction svm 1 - T+A+V (.44 0.43 059 056 075 056 04 0.43 041 057 075 057
Features L
’ " Prediction 1 .\, Performance and error metrics for SVM+RF with RF Late Fusion
L IER . prediction svm. 2 ), g >V > Final Prediction_SVM DAIC-WOZ DB Dataset SymptomMedia, Dataset
Audio - ' /‘ Fusion — > Fi e
Features  Prediction rf 2 “ Final Prediction_RF Modality Fi-Scors Recall Precision MSE RMSE MAE Fi-Score Recall Precision MSE RMSE  MAE
/4 T+A 0.53 0.57 051 027 052 048 056 0.57 058 037 081 047
Video —" » Prediction_svm_3 7
| T+V 0.52 0.55 0.5 029 054 049 045 0.46 046 036 06 043
Features - * prediction rf 3 7
o T+A+V 0.53 0.535 0.32 035 039 051 0.56 0.57 0.58 0.37 0.6 0.47
Performance and error metrics for LSTM without Gating
Fe:e:::es - B = " N . _ DAIC-WOZ DE Dataset SymptomMedia, Dataset
Audio | " y or _ Final Modality Fi-5core  Recall Precision MSE RMSE MAE Fi-5core  Recall Precision MSE RMSE MAE
Features 25 . | Highway T Output
vieo NN N | T+A 045 043 057 033 058 048 048 05 05 035 059 044
' ' | | T+V 0.42 0.41 055 035 059 049 05 0.5 05 038 061 047
T+A+V 0.4 0.66 0.64 032 0357 045 0.43 0.5 0.3 034 03538 044

This project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No. 875406
Performance and error metrics for LSTM with Gating



CDSS Inference Engine: Use of RealWorld Data in Practice

Alert Mechanism flow in PERSIST

Questionnaire
Response

mHealth
Can fetch patient’s flag
. resources anytime
-
Send Motification to
mClinician
: warr -
Update on read
with timestamp
mClinician

OHC

FHIR SERVER

Request Checking
Alert Conditions

CD55

Creates the Flag
resources in the

response

Alert or
Recommendation
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Inference
Engine

Questionnaire responses arrives at
FHIR server

Inside Workbench requests
inference automatically via CDS
Hooks

Response of inference engine in
CDS Hooks response structure

Auto-generates Flag resource upon
inference response

MQTT notification is sent to
clinician app




PERSIST Multicenter Clinical Trial

mHealthApp will collect objective markers (vital signs) and
subjective markers (PREMs/PROMs and symptoms of
depression).

The clinical decision support system will enable oncologist to
personalize treatment and care plans/follow-up for efficient
management of patients.

Hypothesis: Performing a comparison at the beginning and at the
end of the intervention, participants will significantly increase
their self-efficacy following the personalized intervention
supported by the mHealthApp.

Subjects: 80 Breast Cancer Survivors, 80 Colorectal Cancer
Survivors, Two subgroups (chemotherapy and non-
chemotherapy). At least 33% of patients that have had
chemotherapy.

Design: A single-case experimental prospective, cross-over deisgn,, 6
months follow up

UL (University of Latvia) Riga East Clinical University Hospital (Latvian

Latvia Oncology Center)

Belgium CHU (Centre Hospitalier

Public Study Protocol |SRCTN97617326 Universitaire De Liege)

UMC (University Medical
Centre Maribor)

SERGAS (Servizo galego de
saude)

This project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No. 875406
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https://www.isrctn.com/ISRCTN97617326

PERSIST Multicenter Clinical Trial, Recruitment & Droput

CLINICAL  RECRUITED MEAN BREAST COLORECTAL MALE FEMALE

PARTNER PATIENTS AGE CANCER CANCER
UL 46 04 24 22 7 39
UKCM 40 of 20 20 11 29
CHU 41 95 21 20 7 34
SERGAS 39 56 20 19 12 217
TOTAL 166 99 85 81 37 129

Droput: 26 patients (16%, mostly at the begging), for most of them a
substitute was recruited

Some Reasons:

» Due to unforeseen circumstances, i.e. move to the countryside where wifi is not
available.

» Anxiety and re-living the diagnosis and treatment phase

» Technical issues and complexity of use (i.e. never used similar tech. before)

» Burdened by diary recording and activates, and technology disturbing their lifestyle (e.qg.

sleep) and their rythm
» Recurrence of cancer and (new) medical issues unrelated to the trial

This project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No. 875406
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Activation levels of patients (PAM questionnaire)

Score at sﬂl';;ﬁ -
recruitment follow-up
N 78 78
Mean 65,10 65,71
Median 63,10 63,10
et 14,605 16,063
Minimum 38 37
Maximum 100 100
Fercentiles 53.20 52 65
25
50 63,10 63,10
70 75,00 77,70
Level EE?L‘:E"]EM fnlll-;:fup P value
(N=T5)
Level 1 n (%) 5(6,4) 6 (7.7) 1,000
Level 2 n (%) 15(19,2) 16 (20,5) 1,000
Level 3 n (%) 33 (42.3) 28 (35,9) 0,486
Level 4 n (%) 25 (32,1) 28 (35,9) 0,648

The PAM Score is an interval-level scale from 0-100 that

correlates with one of the four levels of patient activation.

PAM levels 1 and 2 indicate lower patient activation, while
PAM levels 3 and 4 indicate higher patient activation

Conclusion:

» most patients level 3 or 4 of activation at both
recruitment and last follow-up.

» taking action and gaining control over their condition

» no statistically significant differences were found in
the activation levels

» However, results suggest that the mHealth app under
development may be able to support patients In
improving their selfmanagement sKkills

This project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No. 875406 '



User acceptance of mHealthApp (SUS) from patients

10
Level Definition
8
<= Not easy to use
20-70 Experiencing usability issues g —
T0-85 Acceptable to good
>85 Excellent usability :
Table 13 The definition of system usability level 4
0
10
&
E. :
4 :
2
I::I ¥ . " "
<=50 50-70 70-85 >85

The sum score of the points acquired in all 10 questions in the beginning

This project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No. 875406

10

==350 al0-70 T0-85 =85

<=5 50-T0 70-85 =85 The score group at the end of the study

The score group in the middle of the study

Despite some negative feedback about the virtual agent
introduction, 44,44% of patients still evaluated the usability of the
app as good or excellent.




PERSIST Leasons Learnt

Emotion and Questionnaire

. Emotion and Questionnaire '[:1 Flease provide your emotional status and answer a

= Please provide your emaotional status and questionnaire.

» Patients need feedback and must not be left alone

a4, Emotion and Diary ﬂ
- Please provide your emotional status and s Flease provide your emotional status and create a

create a video diary entry video diary emry.

Emotion and Diary

Blaad Pressure

» Co-creation is much appreciated, and talking with patients discussing their issues B e [ o BocdPrese |

It is time for @ blood pressure measurement.
Blood Pressure

related to trial keeps them engaged and makes the effort they put in worthwhile N

It is time for a blood pressure measurement.

., Emation and Questionnaire

- Please provide your emational status anc
answer a questionnaire. Blood Pressure

It is time for a blood pressure measurement.

» Refining features based on their remarks

J:'L Emotion and Questionnaire

- - Flease provide your emotional status and answer a
anuary 29, 2022 guestionnaire.

0171:04:00

» Providing feedback also on other participants in other clinical sites

Emotion and Diary

Pleaze provide your emotional status and create a
videno diary entry

Blood Pressure
It is time for a blood pressure measurement.

» Considering patient specific context and allow for some minor deviations (i.e. during
holidays, manual data inserts, etc.)

Mew message
Ja

» Organize as many workshops which connect patients with technical partners, not only
clinicians

1- Let Patients use their own devices in their own way (e.g. report data once a day; for example, smartphone
has step counter, manually measure blood pressure in other devices) even if some issues related to data
credibility occur

2 — Include patients in the study design, especially parts related to data collection. Most patients feel that
what we ask them with standardized questionaries, does not really address issues they experience or their
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PERSIST Progress and Updates

Channels and online presence

v Website: https://projectpersist.com/ t*‘
v/ Facebook:

https://www.facebook.com/PERSIST.H2020/ Be health
v Twitter: https:/twitter.com/PERSIST H2020 PERSISTent,

v LinkedIn:
https://www.linkedin.com/company/persist-
oncology/

v YouTube:
https://www.youtube.com/channel/lUCQgPynx
Nv1TIfNcg4vXNssA/
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