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Introduction
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Example: Number of Patents Related to “Neural Networks”
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Background
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Dynamic Time Warping
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Curse of Convolution
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Distortion-aware Convolution

Krisztian Buza. 2023. Time Series Forecasting with Distortion-Aware Convolu-
tional Neural Networks. In 9th SIGKDD International Workshop on Mining and

Learning from Time Series.
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Problem Formulation
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Problem Formulation

Given an observed time series = = (x1,...,x1) of length [, we aim at predicting
its subsequent i values y = (x4 4, ..., 714 ). We say that h is the forecast horizon

and y is the target. Furthermore, we assume that a dataset D is given which
contains n time series with the corresponding target:

D = {(2®,y M), }. (1)

We use D to train neural networks for the aforementioned prediction task. We
say that 2(*) is the input of the neural network.
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Our Approach
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Our Approach

e DCNN: Convolutional Neural Network with Distortion-aware
convolution
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Experiments
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Data

* Time series: number of (a) granted patents and (b) patent applications per month
between January 1980 and December 2022.

* Selected topics:
* Image or video recognition
* Neural networks
* Natural Language Processing
* Artificial Intelligence

* We considered the patents separately for the most significant jurisdictions:
(a) United States of America, (b) China, (c) Korea, (d) Japan and (e) Europe,

(f) all jurisdictions.

o0 o
o0 JoZef Stefan Department for 0/0
Artificial Intelligence Yy

@® O |nstitute
o



Funded by
LR the European Union

Experimental Settings

* Forecast horizon: h = 6 months, input: previous 36 month

* Training data: 1980...2018

* Test data: 2019...2022

e Baseline: Convolutional network with “usual” convolution (CNN)

* Training loss: MSE, Adam optimizer, learning rate of 10>, batch size: 16

* Implementation: https://github.com/kr7/dcnn-forecast
(using publicly available datasets)

e Evaluation metrics:
* mean squared error (MSE)
* mean absolute error (MAE)
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https://github.com/kr7/dcnn-forecast

::h”e"I‘E'ﬁ: Table 1: Mean absolute error (MAE) and root mean squared er- Table 2: Mean absolute error (MAE) and root mean squared

ror (RMSE) for forecasting the time series of granted patents error (RMSE) for forecasting the time series of patent ap-
in case of our approach (DCNN) and the baseline (CNN). plications in case of our approach (DCNN) and the baseline
Lower values indicate better performance. (CNN). Lower values indicate better performance.
juris- RMSE MAE juris- RMSE MAE
topic diction CNN DCNN CNN DCNN topic diction CNN DCNN CNN DCNN
image or  US 1659 1060 1312 927 image us 1882 1771 1702 1633
video China 405.8 320.9  323.87 217.6 or video China  3405.0 10617 33754 10423
recognition Korea 13.9 27.7 12.4 19.9 recognition Korea 128.9 70.8 99.7 69.4
Japan 559 498 399 378 Japan 1038 1064 871 661
Europe 345 347 323 329 Europe 519 555 450 404
AlL 494.7 399.6 4168 341.3 ALL 36419 21105 36273 2027.8
neural Us 10.7 9.1 9.4 7.9 neural xU5 79.8 153 76.9 12.7
networks China 5.6 5.5 3.8 3.7 networks China 21.2 20.8 16.8 19.0
Korea 6.3 2.3 5.4 2.1 Korea 44.6 6.8 43.7 6.2
Japan 3.5 2.9 2.5 2.0 Japan 13.9 71 135 48
Europe 2.7 1é 2.2 1.2 Europe 15.5 5.9 14.9 4.4
ALL 1.6 8.3 63 6.7 ALL 267.7 456 2627 386
natural Us 197 151 148 120 natural us 641 687 555 646
language China 57.1 47.0 416 41.7 language China 4189 3182 3636 2893
processing  Korea 14.2 8.5 13.1 7.3 processing  Korea 35.1 234 29.7 21.0
Japan 1.8 107 9.5 7.3 Japan 167 187 105  10.8
Europe 4.8 3.0 3.5 2.7 Europe 11.2 143 9.7 11.2
ALL 67.0 457 595 355 ALL 208.1 5430 2269 4893
ALL Us 270.2 2169 2241 1964 ALL us 5323 3291 4589 3113
China 870.2 11088 763.2 998.1 China 64437 27842 6239.0 23865
Korea 566 1383 538 1294 Korea 4054 2168 3402  180.8
Japan 1248 132.0 814 9.9 Japan 2248 228.1 159.1 128.6
o0 Europe  85.8 69.2 821 65.9 Europe 1300 1635 975 1213 Cc\ o
3.. AlL 1045.1 11291  929.2 964.6 ALL 24451 33558 50090  2547.0 c{‘?
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Conclusions

e Overall, DCNN performs better than CNN

* Combination of CNN and DCNN may be a promising direction of
future work

* The presented approach may be simply generalized to multivariate
time series using

Krisztian Antal Buza. 2011. Fusion methods for time-seres classification. PhD)
thesis at the University of Hildesheim (2011).
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