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Introduction



Department for 
Artificial Intelligence

Jožef Stefan 
Institute

Example: Number of Patents Related to “Neural Networks”
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Background
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Dynamic Time Warping
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Curse of Convolution
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Distortion-aware Convolution
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Problem Formulation



Department for 
Artificial Intelligence

Jožef Stefan 
Institute

Problem Formulation



Department for 
Artificial Intelligence

Jožef Stefan 
Institute

Our Approach
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Our Approach

• DCNN: Convolutional Neural Network with Distortion-aware 
convolution  
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Experiments
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Data

• Time series: number of (a) granted patents and (b) patent applications per month 
between January 1980 and December 2022.

• Selected topics: 

• Image or video recognition

• Neural networks

• Natural Language Processing

• Artificial Intelligence

• We considered the patents separately for the most significant jurisdictions: 
(a) United States of America, (b) China, (c) Korea, (d) Japan and (e) Europe, 
(f) all jurisdictions. 
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Experimental Settings

• Forecast horizon: h = 6 months, input: previous 36 month

• Training data: 1980…2018

• Test data: 2019…2022

• Baseline: Convolutional network with “usual” convolution (CNN)

• Training loss: MSE, Adam optimizer, learning rate of 10-5, batch size: 16

• Implementation: https://github.com/kr7/dcnn-forecast
(using publicly available datasets)

• Evaluation metrics: 
• mean squared error (MSE) 
• mean absolute error (MAE)

https://github.com/kr7/dcnn-forecast
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Conclusions

• Overall, DCNN performs better than CNN

• Combination of CNN and DCNN may be a promising direction of 
future work

• The presented approach may be simply generalized to multivariate 
time series using multivariate DTW


