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Motivation

•Why use Large Language Models (LLMs) in simulations?
• Bridge gap between AI and human-like interactions
• Explore potential of LLMs to model societal structures

•Value of Iterative Conversations
• Dive deeper into agent dynamics
• Discover unexpected emergent behaviors

•Exploring LLM Capabilities
• Uncover strategic reasoning depth
• Assess LLM's ability to mirror societal interactions
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Introduction

•Related Work Shows Potential of LLMs
• Simulate human-like interactions
• Theory-of-Mind reasoning capability

• (capacity to understand other people by ascribing mental states to them)

•Study LLM Capabilities in Agent Simulations
• Analyze agent interactions
• Extract behavioral insights 
• Investigate strategic reasoning potential
• Observe emergent behaviors
• Assess ability to replicate complex structures
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Agent Description
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• Identity
• Defined role and function in simulation

•Attributes
• Characteristics defining how they engage

•Actions
• Discrete and explicit to broad and implicit 

•Goals
• Targets guiding decisions and actions

• Previous Interactions
• Past encounters affecting future choices

• Few-Shot Learning
• Agent-provided examples boosting learning & decisions
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Simulation & Experimental Setting

•Three-Tiered Approach
• Three simulations of ascending complexity
• Investigate LLM-agent behaviors

•Simulation Spectrum
• Simplest: Discrete two-agent environments

• Highly constrained interactions

• Most Complex: Broadly framed multi-agent settings
• Greater interaction freedom and emergent potential
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1st Simulation: Simple Games - Setting

•Game Overview
• Two-player game: "Rock, paper, scissors"
• Each round: Agents choose rock, paper, or scissors
• Possible outcomes: win, loss, draw

•Simulation Mechanics
• Agents: Alice and Bob
• Agents receive context & past game records
• Prompted to make a move each round

•Match Definition
• Series of rounds with memory of prior rounds in match
• Predefined starting round to analyze outcome variations
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1st Simulation: Simple Games - Results

• Experiment Design
• 10 matches per predefined starting game, each 

with 10 rounds

• Key Findings
• GPT-4 (Alice) vs. GPT-3.5-Turbo (Bob)

• Alice wins in most matches for 8/9 starting games
• Alice wins in majority of rounds for 7/9 starting games 

(image)

• Identical LLMs
• More balanced, increased draws

• Adjustments and Impact
• Higher temperature: Varied but not drastically 

different outcomes
• Few-shot learning: Notably influences results
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RP signifies Alice chose Rock, Bob chose Paper in the 
predefined starting game.
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2nd Simulation: Sheep Trading Model - Setting

• Simulation Mechanics
• 10 Rounds: Two agents receive sheep prices, interact, make an action
• Interactions: Statement-Response
• Actions: buy, sell, hold their sheep

• Constraints
• Agent’s money (Start: 100)
• Number of sheep owned (Start: 10)
• Sheep market price 

•Agents influenced by:
• Sheep market price
• Individual wealth (sheep + money)
• Interactions
• Identity, goals, and attributes

9



Department for 
Artificial Intelligence

Jožef Stefan 
Institute

2nd Simulation: Sheep Trading Model - Results

• Comparing LLMs
• GPT-3.5 struggles; GPT-4 applies "Buy Low, Sell High"

• Outcome consistency despite varied decision range

• Contrasting Identities and Goals
• Alice: Expert, aims for profit

• Bob: Novice, aims for loss

• Both profit immensely; Bob diverges from goal

• Alice's Deception
• Identities/goals as before

• Alice encouraged to lie to Bob

• Wealth gap increases significantly
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3rd Simulation: Geopolitics Model - Setting
• Simulate decisions and interactions among country leaders (1 round)

• Attributes:
• Military & Economic Strength: 1-10 (All start at 5) 
• Start with 1000 “Money”
• Alliances formed
• Aim to increase attributes

• Interactions:
• Free text statement-response
• Agents select interaction partners each round
• Propose strategies to achieve goals

• Agent Actions:
• Free text description
• Unrestricted strategic decisions

• God Agent Role
• Factors in attributes, interactions, actions
• Updates simulation state with justification

11



Department for 
Artificial Intelligence

Jožef Stefan 
Institute

3rd Simulation: Geopolitics Model - Results

• Baseline (10 rounds):
• All agents as generic leaders

• Early preference to interact with USA

• Variations:
• USA & China: Military; Russia: Money; Germany: Economic strength

• Russia & Germany slightly better at focused attribute

• USA & China face military challenges

• Real-world identities, except Germany
• Military strength near 7-8

• Economic strength drops to 3-4

• Money: Agents maintain balance

• GPT-3.5-Turbo & GPT-4 yield similar results
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Discussion

•Main Contributions
• Emergent behaviors in LLM-agents
• LLM-Agents show varied understanding, task execution, strategic interactions 
• LLM-Agents exhibit strategic behaviors, decision-making proficiency, 

understanding of complex interactions

•More detailed findings: The paper & Wolfram Community post

•Future Work
• Increase simulation & agent complexity
• More controlled & targeted experiments 
• Larger-scale studies for in-depth analysis
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https://ailab.ijs.si/dunja/SiKDD2023/Papers/IS_2023_-_SIKDD_paper_13.pdf
https://community.wolfram.com/groups/-/m/t/2960085

