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Image Similarityage S a ty

• The goal is to define an image similarity measure that isThe goal is to define an image similarity measure that is 
able to “best”  reflect a “semantic” similarity of the images. 
– E.g.

sim(                ,          )  > sim(                 ,             )

• Our proposed solution (detailed in next slides) is:

multi-scale feature Fisher ClassificationGMM
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Low-level featureso e e eatu es

• They are extracted on regular grids at different scalesThey are extracted on regular grids  at different scales 

• We used two types of features:
– Color features (local RGB statistics )– Color features (local RGB statistics )
– Texture features (local histograms of gradient 

orientations))

• They are handled independently and fused at late stages y p y g
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Visual Vocabulary with a GMMsua ocabu a y t a G

• Modeling the visual vocabulary in the feature space with a GMM:

• Occupancy probability:

• The parameters λ of the GMM are estimated by EM algorithm 
maximizing the log-likelihood on the training data*:g g g

* Adapted Vocabularies for Generic Visual Categorization, F. Perronnin, C. Dance, G. Csurka and M. Bressan, ECCV 2006.
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The Fisher Vectore s e ecto

• Given a generative model with parameters λ(GMM)
– the gradient vector

( )λλ |log Ip∇

– normalized by the Fisher information matrix 

( ) ( )( )[ ]Τ∇⋅∇= λλλ λλ |log|log IpIpEF

– leads to a unique “model-dependent” representation of the image, 

( ) ( )( )[ ]∇∇ λλλ λλ |log|log IpIpEF

eads to a u que ode depe de t ep ese tat o o t e age,
called Fisher Vector*

( )λλλ |log2/1 IpF ∇= −f ( )λλλ |log IpF ∇f

* Fisher Kernels on Visual Vocabularies for Image Categorization, F. Perronnin and C. Dance, CVPR 2007.
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Similarity between imagesS a ty bet ee ages

• As similarity between images we used the L1-norm 
between the normalized Fisher vectors :

( ) ( ) ∑ −−=−−==
k

k
J

k
IJIJIIMG normnormsimJIsim ffffff ˆˆ||ˆˆ||,, maxmax

• Where     is obtain from     by normalizing it to L1-norm 1.ff̂

Note: for color images the Fisher vectors obtained for color and texture 
features are first concatenated to obtain .ffeatures are first concatenated to obtain    .

* Fisher Kernels on Visual Vocabularies for Image Categorization, F. Perronnin and C. Dance, CVPR 2007.

f
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Example of retrieved images in our TBASa p e o et e ed ages ou S

Flickr
images

The 4 closest image
in the repository
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Image Metadata examples in TBAS using GVCage etadata e a p es S us g G C

The Classifier was trained for  44 classes such as: Aerial, Baseball, Beach, Boat,
Desert, House, Forest, Flower, Individuals, Motorcycle, Waterfall, etc
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Text representatione t ep ese tat o

• We used the Language Model (LM) obtained as follows:g g ( )
– Consider the frequency of words in d :

||),(# ddw) (w|P dML =θ

– The probabilities are smoothed by Jelinek-Mercer 
interpolation:

( ) )|(1)|()|( CLMdLMddw wPwPwP θλθλθθ −+=≡

– using the corpus language model:

( ) )|()|()|( CLMdLMddw

The similarity between texts is given by the cross entropy:

( ) ||,# Cdw) (w|θP
dCML ∑=

• The similarity between texts is given by the cross-entropy:

( ) ( ))|(log)|(|),( d
w

qLMdqTXT wPwPCEdqsim θθθθ ∑==
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Fusion between image and textus o bet ee age a d te t

• Early fusion: y
– Simple concatenation of image and text features (e.g. bag-of-words 

with bag-of-visual-words)
Estimating the co occurences or joint probabilities between textual– Estimating the co-occurences or joint probabilities between textual 
and visual features (Mori et al, Vinokourov et al, Duygulu et al, Blei 
et al, Jeon et al, etc )

• Late fusion
– Late score combination of mono-media results (Maillot et al, 

Clinchant et al) )
• Intermediate level fusion

– Relevance models (Jeon et al )
– Trans-media (or intermedia) feedback (Maillot et al, Chang et al)
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Intermediate level fusionte ed ate e e us o
• The main idea is to switch media during using  pseudo feedback process:

– use one media type to gather relevant multimedia objects from a repositoryuse o e ed a type to gat e e e a t u t ed a objects o a epos to y
– use the dual type to step further (retrieve, annotate, etc)

Pseudo Feedback: Final step
Top  N ranked documents 

based on image or textual similarity

p
rank, retrieve, compose,
annotate, illustrate, etc

…

Aggregate
and switch

media

…

or

…
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Pseudo Feedback (PF)seudo eedbac ( )

• Let {dk}, k=1..M be the multi-modal documents in the repository { k} y
– Denote by T(dk) and I(dk)  the textual and visual part of dk

Using image I as query:• Using image Iq as query:
– Retrieve the N most similar documents (d1,d2… dN) from the repository based 

on image similarity between Iq and I(dk) 
Consider their textual part and aggregate them– Consider their textual part and  aggregate them
• NTXT (Iq)={T(d1), T(d2)… T(dN)}

Using text T as query:• Using text Tq as query:
– Retrieve the N most similar documents (d1,d2… dN) from the repository based 

on text similarity between Tq and T(dk) 
Consider their visual part and aggregate them– Consider their visual part and  aggregate them
• NIMG (Tq)={I(d1), I(d2)… I(dN)}
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Text illustratione t ust at o
• Given the set of  images NIMG (T) obtained by PF  from repository with PF for T

we  can use the 
– the most similar image(s) to  illustrate T
– cluster them (using Fisher Vectors) and  choose the most representative 

image (e.g. closest to the cluster center)g ( g )

After dumping our bags at our pousada (two blocks from the beach) and flinging on our swim suits, 
we headed  down to the world´s most famous beach... Copacabana.  Along with its neighbour 

Ipanema,  it´s been immortalised in a song and is synonymous with glamour and beautiful bodies. 

Blog text

Images from theImages from the 
repository
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Image annotationage a otat o
• Given the aggregated text NTXT (I) obtained by PF  from repository with 

PF for I we  can use the:
– the most similar text as image title/caption 
– the most frequent words in the aggregated text NTXT (I) (weighted by 

the idf)the idf)
– compute a Language Model* θF for NTXT (I) and use its peaks (relevant 

concepts)  to annotate the image

( ) ( ) ( ) ( )( ) ),(#|1|| dw
RFF wPwpP ∏ ∏ −+= θλθλθF

where P(w|θC) is word probability built upon the repository  R

Nd w∈ ITXT

( | C) p y p p y

* Xrce’s participation to ImageClefPhoto 2007, S. Clinchant, J.M. Renders and G. Csurka, CLEF 2007.
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Examples of auto-annotation  from the repositorya p es o auto a otat o o t e epos to y

Annotations obtainedAnnotations obtained 
for test (flickr) images 
from the aggregated 

text (titles) of thetext (titles) of the 
4  top ranked 

images retrieved by PF
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Information Retrievalo at o et e a

1. Complementary Feedback*p y
– We can estimate the Language Model θF  of the aggregated text NTXT (Iq) 

and
• use the cross-entropy between θ and the LM θ of a documents u in retrieval• use the cross-entropy  between θF and the LM θu of a documents u in retrieval 
• or first to interpolate θF with the LM of the query text (if any) before retrieval 

( )θααθθ −+= 1

2. Trans-media document re-ranking*

( ) Fqquerynew θααθθ += 1_

g
– We define the similarity between the aggregate of objects   NTXT (Iq)  and 

the textual part of a document u to re-rank the documents:

( )( ) ( )( ))(TdTiINi ∑( )( )
( ) ( )

( )( ))(,, uTdTsimuINsim k
INdT

TXTq
qk

∑
∈

=
TXT

TXT

* Xrce’s participation to ImageClefPhoto 2007, S. Clinchant, J.M. Renders and G. Csurka, CLEF 2007.
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Retrieval Results of ImageClefPhotoet e a esu ts o ageC e oto

• All our systems performed y p
significantly better than the 
average and we win the pure 
image and mixed text + image 
retrieval task

• In contrast to other systems:
both combining methods we– both combining methods we 
proposed allowed for a 
significant improvement (about 
50% relative) over mono-50% relative) over mono-
media (pure text or pure 
image)  systems .
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Relating text and image through a repositorye at g te t a d age t oug a epos to y

• Based on the PF, we can define the following similarityBased on the PF, we can define the following  similarity 
measures between an image I and a given text T (none of 
them being in the repository):
– Using I as query in the  PF:

( ) ( )( ) ( )( )TdTsimTINsimTIsim kTXT ,,, ∑== TXT

– Using T as query in the  PF:
( )IN
∑
TXT

( ) ( ) ( )( )dIIsimINIsimTIsim )( ∑
– Using both as queries and combine the results  :

( ) ( )
( )

( )( )k
TN

IMG dIIsimINIsimTIsim
I

,),(, ∑==
MG

IMG

( ) ( )( ) ( ) ( )( )TNIsimTINsimTIsim IMGTXT ,1,, ⋅−+⋅= αα
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Examples of text and images linked by the TBASa p es o te t a d ages ed by t e S

There is a lot of tourists there from around  ten until three, but 
it didn’t feel as crowded as we’d feared We started there for

Our plans to hit Copacabana beach 
the next day and check out hot it didn’t feel as crowded as we’d feared. We started there for 

12 hours- saw the sunrise and sunset, and walked the citadel 
twice. It is an awesome site in the proper sense of the word 
(Yanks take note). Bloody magic. Some archeologists  reckon 
that Machu Picchu could have predated the Inca but that they

the next day and check out hot 
Brazilian girls in skimpy bikinis were 
ruined by the weather. It rained all 
day! Can you believe that. I think 
we'll be heading to another place that Machu Picchu could have predated the Inca but that they 

did a lot of improvements.
we'll be heading to another place 
mid-week for some beach time.

Blog texts

Flickr
images
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ConclusionCo c us o

• We designed a system that:
ses rich and generic te t and image representations and related– uses rich and generic text and image representations and related 

metrics
• Good retrieval and categorization performances obtained at different 

l ti f (P l I Cl fPh t )evaluation forums (Pascal, ImageClefPhoto)
– handles very efficiently cross-modal relations

• Combining text and images allowed for about 50% (relative) improvement g g ( ) p
over mono-media (pure text or pure image) results

• The technology developed has been shown to have potential in :• The technology developed  has been shown to have potential in :
– Multi-modal information retrieval 
– Enriching images with text (image annotation) g g ( g )
– Enriching text with images (illustration)
– Relating text and images based on a multi-modal knowledge base
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Back up slidesBack-up slides
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Image Retrievalage et e a

• Our system was the  best performing “Visual Only ” system at the 
ImageClefPhoto 2007 Evaluation ForumImageClefPhoto  2007 Evaluation Forum
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Generic Visual Categorizer (GVC)Ge e c sua Catego e (G C)

patch
detection

feature
extraction

Fisher 
Vector

Classification
or retrievalGMM

+0.1
-1.5
…x = 

-0.5
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Visual Categorizationsua Catego at o

• Our image categorizer (GVC) is composed by 
i t ll bi l ifi t i d l b l d– one-against-all binary classifiers  trained on labeled 

Fisher Vectors
one classifier is trained per feature type and the– one classifier is trained per feature type and the 
classification scores are combined (late fusion)

• Main advantages*g
– very efficient 
– low computational cost (fast)low computational cost (fast)
– universal 

* Fisher Kernels on Visual Vocabularies for Image Categorization, F. Perronnin and C. Dance, CVPR 2007.
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Categorization experiments with TBASCatego at o e pe e ts t S
• GVC can be used by the TBAS to add image metadata (class names) 
to the users uploaded images:p g

• To show it, we  trained our GVC system on:
– an independent in-house set of  38800 images 
– multi-labeled with 44 different labels such as:

• Aerial Beach Baseball Desert House Forest Flower Individuals• Aerial, Beach, Baseball, Desert, House, Forest, Flower, Individuals, 
Motorcycle, Waterfall, etc

Th• Then:
– the test images (flickr) were categorized by the GVC
– all classes above a probability score (0 65) were automaticallyall classes above a probability score (0.65) were automatically 

added to the  image metadata 
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Performance of our GVCe o a ce o ou G C

• Third system, second institution in the VOC Pascal Challenge 2007
– categorization of 20 object classes
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