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Introduction

power-laws are everywhere (but be careful!)

1st empirical observation: Vilfredo Pareto, 1897

wealth and income also follow power-law distributions

(Drăgulescu, Yakovenko, 2001)
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The model

simple model of economy by Bouchaud and Mézard (2000)

N agents, each with the wealth vi(t), vi(0) = 1

multiplicative noise and trade between agents i and j :

i j

Jjivi

Jijvj

  

noise noise

simplest case: Jij = 1/(N − 1)

dvi(t) =
(

ṽi(t)− vi(t)
)

dt︸ ︷︷ ︸
trading

+
√

2σvi(t) dWi(t)︸ ︷︷ ︸
speculations
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Mean-field solution

dvi(t) =
(

ṽi(t) − vi(t)
)

dt +
√

2σvi(t) dWi(t)

↓

dvi(t) =
(

1 − vi(t)
)

dt +
√

2σvi(t) dWi(t)

↓
Fokker-Planck equation for the wealth distribution f (vi)

↓
stationary solution

f (vi) = C exp
[
− 1

σ2vi

]
v−2−1/σ2

i

oh, power-law tail!
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Matúš Medo (Université de Fribourg) Breakdown of the mean-field approximation 4 / 9



Mean-field solution

dvi(t) =
(
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Something is wrong. . .

this stationary solution has the fixed variance σ2

1−σ2 (σ < 1)

by summing all dvi ’s we get

dvT =
√

2σ

N∑
i=1

vi dWi

such dispersion never stops. . .
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What happens for N < ∞?

without the mean-field approximation, the Fokker-Planck equation
cannot be solved

the key idea: let’s take a look at averages!

with the Itô lemma and average 〈·〉 over noise

d〈v2
i 〉

dt
= 2

[
〈vivj〉 − (1− σ2)〈v2

i 〉
]

d〈vivj〉
dt

=
2

N − 1

[
〈v2

i 〉 − 〈vivj〉
]

〈vivj〉(0) = 1

〈v2
i 〉(0) = 1
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Time scales

from 〈vivj〉 and 〈v2
i 〉 we obtain var[vi ] and Cij

time

va
ri
an

ce

sm
all

-ti
me

”stationary” value

t1 time

co
rr

el
at

io
n

sm
all

-ti
me

large-time limit

t2

t1 = 1
2(1−σ2)

t2 = (1− σ2) N

variance contains a term proportional to exp[λt ], λ > 0

t3 = 1/λ = 1−σ2

2σ2 N + O(1)
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Time evolution

N = 104, σ2 = 0.5

mean-field solution
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Concluding remarks

for any N < ∞, there is no stationary wealth distribution

when the average number of neighbours is z,
correlations appear in time O(z)

can taxes stabilize the system?

what is the wealth distribution in the synchronizaed regime?

the case σ > 1 must be treated separately

thanks to František Slanina (Prague) for the initial stimulus
and insightful suggestions

thank you for your attention
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