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ask not “What is this?” 
but “What is it like?”



Goal and Approach
• Goal: Recognize many 

different types of objects 
inside an image

2

• Observation: Recognition becomes easier 
once we have the correct segmentation

• Approach: Use a segment-centric object 
representation and an exemplar-based non-
parametric recognition model

Tomasz Malisiewicz, Alexei A. Efros. Recognition by Association 
via Learning Per-exemplar Distances. In CVPR, June 2008.
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Understanding an Image
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Object naming

sky

building

flag

wallbanner

bus

cars

bus

face

street lamp
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Figure 6. Detecting and Segmenting objects in LabelMe. Both curves are created by varying the recognition confidence (Equation 6). The
first plot shows the precision-recall curve for the task of object detection. A detection is deemed correct if it returns the same label as well as
has an overlap score (OS) greater than .5 with a ground-truth segment. The second plot shows the average segmentation quality of correct
detections and compares that to the mean best overlap score of the input multiple segmentations.
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Figure 7. Parsing an image via data association. A parse is created by greedily stacking object associations that have small overlap.
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Figure 6. Detecting and Segmenting objects in LabelMe. Both curves are created by varying the recognition confidence (Equation 6). The
first plot shows the precision-recall curve for the task of object detection. A detection is deemed correct if it returns the same label as well as
has an overlap score (OS) greater than .5 with a ground-truth segment. The second plot shows the average segmentation quality of correct
detections and compares that to the mean best overlap score of the input multiple segmentations.

building building building building

road road road road

car car car car

road road road road

building building building building

road road roadroad

car carcarcar

car car car

car car car

sidewalk

Figure 7. Parsing an image via data association. A parse is created by greedily stacking object associations that have small overlap.

[19] J. Shotton, J. M. Winn, C. Rother, and A. Criminisi. Tex-
tonboost: Joint appearance, shape and context modeling for
multi-class object recognition and segmentation. In ECCV,
2006.

[20] A. Torralba. Contextual priming for object detection. Int.
Journal of Computer Vision, 53(2):169–191, 2003.

[21] A. Torralba, R. Fergus, and W. T. Freeman. Tiny images.
Technical Report MIT-CSAIL-TR-2007-024, MIT CSAIL,
2007.

[22] P. Viola and M. Jones. Robust real-time object detection. 2nd
Intl. Workshop on Statistical and Computational Theories of
Vision, 2001.

[23] J. Winn and J. Shotton. The layount consistent random field
for recognizing and segmenting partially occluded objects. In
CVPR, 2006.

[24] H. Zhang, A. Berg, M. Maire, and J. Malik. SVM-KNN:
Discriminative nearest neighbor classification for visual cat-
egory recognition. In CVPR (2), pages 2126–2136, 2006.

Previously Seen Objects

Input Image



Our Contributions

• Posing Recognition as Association
–Use large number of object exemplars

10



Our Contributions

• Posing Recognition as Association
–Use large number of object exemplars

10

• Learning Object Similarity
–Different distance function per exemplar



Our Contributions

• Posing Recognition as Association
–Use large number of object exemplars
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• Learning Object Similarity
–Different distance function per exemplar

• Recognition-Based Object Segmentation
–Use multiple segmentation approach



Object Exemplars

• Extract objects from LabelMe with labels such as 
road, car, sky, tree, building, person

• Use the segmentation masks and labels provided 
by LabelMe annotators 

11

LabelMe Dataset

12,905 Object Exemplars
171 unique ‘labels’

B. C. Russell, A. Torralba, K. P. Murphy, W. T. Freeman, LabelMe: a database and web-
based tool for image annotation. International Journal of Computer Vision,  May, 2008.
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Learning a Per-Exemplar 
Similarity Measure

• We create a scalar distance between two objects 
by weighing the elementary distances differently

• A different set of weights -- a distance function -- 
is learned per exemplar

16

[1] Andrea Frome, Yoram Singer, Jitendra Malik. "Image Retrieval and 
Recognition Using Local Distance Functions." In NIPS, 2006. 

[2] Andrea Frome, Yoram Singer, Fei Sha, Jitendra Malik. "Learning 
Globally-Consistent Local Distance Functions for Shape-Based Image 
Retrieval and Classification." In ICCV, 2007. 
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Learning Distance Functions

Dshape

Dcolor

Focal Exemplar

“similar” side

Decision
Boundary

“dissimilar” side

Don’t Care

w: positive weight vector

C: candidate similar exemplars
exemplars with same label

binary vector encodes which K 
exemplars are forced to be similar. 

dissimilar segments
Loss Function



Learning Distance Functions

Iterative Optimization

alpha sums to K=10 (forced number of similar exemplars)
L: squared hinge-loss function (SVM optimization)
initialize with texton histogram distance (works well for a wide array of objects!)
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Exemplar Graph
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Real “Car” Exemplar Graph



Visualizing Distance Functions 
(Training Set)

Query

Query

Top Neighbors with Tex-Hist Dist

Top Neighbors with Learned Dist
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Object Segmentation via 
Recognition

• Generate Multiple Segmentations (Hoiem 
2005, Russell 2006, Malisiewicz 2007*)

– Mean-Shift and Normalized Cuts

– Use pairs and triplets of adjacent segments

– Generate about 10,000 segments per image

• Enhance training with bad segments

• Apply learned distance functions to bottom-up 
segments

Figure 1. Problem summary. Given a set of input images (first column), we wish to discover object categories and infer their spatial extent

(e.g. cars and buildings: final two columns). We compute multiple segmentations per image (a subset is depicted in the second through

fifth columns; all of the segmentations for the first row are shown in Figure 4). The task is to sift the good segments from the bad ones for

each discovered object category. Here, the segments chosen by our method are shown in green (buildings) and yellow (cars).

words in the image belonging to a particular topic.

One major issue noticed by several groups [17, 21], is
that the “visual words” are not always as descriptive as
their text counterparts. While some visual words do cap-
ture high-level object parts, (e.g. wheels, eyes, airplane
wingtips), many others end up encoding simple oriented
bars and corners and might more appropriately be called
“visual phonemes” or even “visual letters”. Consequently,
there is a proportion of visual synonyms – several words
describing the same object or object part, and, more prob-
lematically, visual polysemy – the same word describing
several different objects or object parts. All this means that
the statistical text methods alone are sometimes not power-
ful enough to deal with the visual data. This is not too sur-
prising – after all, the visual world is much richer and nois-
ier than the human-constructed, virtually noiseless world of
text.

1.2. Grouping visual words
The problem of visual polysemy becomes apparent when

we consider how an image is represented in the “bag of
words” document model. All visual words in an image are
placed into a single histogram, losing all spatial and neigh-
borhood relationships. Suppose a car is described by ten
visual words. Does the presence of these ten words in an
image imply that it contains a car? Not necessarily, since
these ten words did not have to occur together spatially,
but anywhere in the image. Of course, if the object and
its background are highly correlated (e.g. cars and roads or
cows and grass), then modeling the entire image can actu-
ally help recognition. However, this is unlikely to scale as
we look at a large number of object classes. Therefore, what
we need is a way to group visual words spatially [8, 24] to
make them more descriptive.

1.3. Multiple segmentation approach

In this paper we propose to use image segmentation as a
way to utilize visual grouping cues to produce groups of

related visual words. In theory, the idea sounds simple:
compute a segmentation of each image so that each seg-
ment corresponds to a coherent object. Then cluster sim-
ilar segments together using the “bag of words” represen-
tation. However, image segmentation is not a solved prob-
lem. It is naive to expect a segmentation algorithm to par-
tition an image into its constituent objects – in the general
case, you need to have solved the recognition problem al-
ready! In practice, some approaches, like Mean-shift [4],
perform only a low-level over-segmentation of the image
(superpixels). Others, like Normalized Cuts [20] attempt to
find a global solution, but often without success (however,
see Duygulu et al. [6] for a clever joint use of segments and
textual annotations).

Recently, Hoiem et al. [13] have proposed a surprisingly
effective way of utilizing image segmentation without suf-
fering from its shortcomings. For each image, they com-
pute multiple segmentations by varying the parameters of
the segmenting algorithm. Each of the resulting segmenta-
tions is still assumed to be wrong – but the hope is that some

segments in some of the segmentations will be correct. For
example, consider the images in figures 1 and 4. None of
the segmentations are entirely correct, but most objects get
segmented correctly at least once. This idea of maintaining
multiple segmentations until further evidence can be used
to disambiguate is similar to the approach of Borenstein et

al. [3].

The problem now becomes one of going through a large
“soup” of (overlapping) segments and trying to discover the
good ones. But note that, in a large image dataset with many
examples of the same object, the good segments (i.e. the
ones containing the object) will all be represented by a simi-
lar set of visual words. The bad segments, on the other hand,
will be described by a random mixture of object-words and
background-words. To paraphrase Leo Tolstoy [25]: all

good segments are alike, each bad segment is bad in its own

way. This is the main insight of the paper: segments cor-
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placed into a single histogram, losing all spatial and neigh-
borhood relationships. Suppose a car is described by ten
visual words. Does the presence of these ten words in an
image imply that it contains a car? Not necessarily, since
these ten words did not have to occur together spatially,
but anywhere in the image. Of course, if the object and
its background are highly correlated (e.g. cars and roads or
cows and grass), then modeling the entire image can actu-
ally help recognition. However, this is unlikely to scale as
we look at a large number of object classes. Therefore, what
we need is a way to group visual words spatially [8, 24] to
make them more descriptive.

1.3. Multiple segmentation approach

In this paper we propose to use image segmentation as a
way to utilize visual grouping cues to produce groups of

related visual words. In theory, the idea sounds simple:
compute a segmentation of each image so that each seg-
ment corresponds to a coherent object. Then cluster sim-
ilar segments together using the “bag of words” represen-
tation. However, image segmentation is not a solved prob-
lem. It is naive to expect a segmentation algorithm to par-
tition an image into its constituent objects – in the general
case, you need to have solved the recognition problem al-
ready! In practice, some approaches, like Mean-shift [4],
perform only a low-level over-segmentation of the image
(superpixels). Others, like Normalized Cuts [20] attempt to
find a global solution, but often without success (however,
see Duygulu et al. [6] for a clever joint use of segments and
textual annotations).

Recently, Hoiem et al. [13] have proposed a surprisingly
effective way of utilizing image segmentation without suf-
fering from its shortcomings. For each image, they com-
pute multiple segmentations by varying the parameters of
the segmenting algorithm. Each of the resulting segmenta-
tions is still assumed to be wrong – but the hope is that some

segments in some of the segmentations will be correct. For
example, consider the images in figures 1 and 4. None of
the segmentations are entirely correct, but most objects get
segmented correctly at least once. This idea of maintaining
multiple segmentations until further evidence can be used
to disambiguate is similar to the approach of Borenstein et

al. [3].

The problem now becomes one of going through a large
“soup” of (overlapping) segments and trying to discover the
good ones. But note that, in a large image dataset with many
examples of the same object, the good segments (i.e. the
ones containing the object) will all be represented by a simi-
lar set of visual words. The bad segments, on the other hand,
will be described by a random mixture of object-words and
background-words. To paraphrase Leo Tolstoy [25]: all

good segments are alike, each bad segment is bad in its own

way. This is the main insight of the paper: segments cor-

Tomasz Malisiewicz, Alexei A. Efros. Improving Spatial Support for 
Objects via Multiple Segmentations, In BMVC 2007.



Top Object Hypotheses in Test Set
Bottom-Up 
Segments



Toward Image Parsing



Toward Image Parsing



31

Toward Image Parsing



Observations + Conclusions

• Exemplar model and segment-centric features 
work well for both free-form stuff like grass and 
fixed-extent things like cars

• Distance Functions are good at localizing objects 
for which we have observed many instances

• Success relies on having ground truth 
segmentations during learning

• Need a clever way to integrate object 
hypotheses to parse images
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