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What is VideoLectures.net

World’s largest 
‘YouTube’-for-science 
Web site

6,176 videos
3,971 scientists

Started with coverage 
of EU research projects
Now expanding to 
educational content and 
non-EU institutions 
(MIT, CMU, Yale, 
Korea, CERN) and 
conferences (ACM, 
ICWS, ACL, ICML, 
ECCS, …) 
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VideoLectures status

2 years of existence

1.2 million visitors 
from all over the 
world

3,300 registered 
users
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More than just your typical video web site

Presentations of 
scientific articles 
and lectures
Video + Slides 
(synchronized)
Lots of valuable 
meta-data…

Author
Institution
Abstract
Event
Slides
Downloads
Categories
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Categories and browsing

Large and 
Dynamic 
Taxonomy

200 
categories

2,200
lectures are 
categorized
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Problem statement

Manual categorization is difficult and 
time consuming

Categorization is important – it allows 
the users to efficiently browse the 
content

Need semi-automatic support for 
categorization
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Ontology learning (TAO WP2)

1. Concept identification

2. Subsumption hierarchy 
induction

3. Ontology population

4. Relation discovery

5. Additional axiomatization

x ∈ C1 ⇒ …
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Kalina Bontcheva, University of Sheffield

Title: Working with ontologies

Abstract: GATE is: the Eclipse of Natural Language 
Engineering, the Lucene of Information Extraction, 
the leading toolkit for Text Mining * used worldwide 
by thousands of scientists, companies, teachers and 
students * comprised of an architecture, a free open 
source framework (or SDK) and graphical 
development environment * used for all sorts of 
language processing tasks, including Information 
Extraction in many languages * funded by the 
EPSRC, BBSRC, AHRC, the EU and commercial users 
* 100% Java reference implementation of ISO 
TC37/SC4 and used with XCES in the ANC * 10 years 
old in 2005, used in many research projects and 
under integration with IBM's UIMA

Where?

Task
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Approach
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Approach

People who
watched …

… also watched

… also watched

… also watched

… also watched

… also watched

People who
watched …
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Approach
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People who 
watched this 
lecture also
watched …Same author

Same event

Approach
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Structure feat.

Structure feat.

Structure feat.

Content features

α β χ δ

Approach

Optimization: 
differential 
evolution

TF-IDF vectors 
(bags-of-words)

Diffusion kernels



January 2009 TAO Industrial Workshop, Paris15

1. Computer science / Semantic Web / Ontologies
2. Computer Science / Semantic Web
3. Computer Science / Software Tools
4. Computer Science / Information Extraction
5. Computer Science / Natural Language Processing
6. …

Classifier

Classification Training

Approach
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Evaluation
Baseline
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Evaluation
Final Results

Also-watched   = 0.7492 ± 0.0329
same-event     = 0.2027 ± 0.0331
Same-author   = 0.0426 ± 0.0031
Bags-of-words = 0.0055 ± 0.0011
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Evaluation
Final Results
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The categorizer from the perspective of 
VideoLectures.net

An extremely valuable contribution to 
VideoLectures
Easier for visitors and staff to categorize:

More accurate categorization even 
without deep knowledge of the scientific 
topic
No need to get familiar with the 
taxonomy
In most cases, the categorizer gives the 
correct suggestion on top-most position
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VideoLectures.net already analyzing 
ways of improvement

Provide better graph structures to the 
algorithm

collect more user click statistics

Provide more and better texts
Extract more text by parsing slides and 
articles
Use OCR (Optical Character Recognition) on 
slides and videos
Use Speech Recognition
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VideoLectures’ view of the future

Determined to 
provide even 
better semantic 
facilities
Extract more 
information from 
the lectures
Organize content 
even better
Provide easier 
and more 
functional 
navigation
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Speech recognition pilot

Trying to provide keyword search 
through videos by analyzing speech

Audio
Speech

Speech
Recognition

Text

Errors
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Speech recognition pilot
Trying to provide keyword search 
through videos by analyzing speech
Improving results by using Categories 

Audio
Speech

Speech
Recognition

Better
Text

Less Errors

Vocabulary

Categories
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Speech recognition pilot
Trying to provide keyword search 
through videos by analyzing speech
Improving results by using Categories 
Boosting!

Audio
Speech

Speech
Recognition

Better
Text

Less Errors

Vocabulary

Categories TAO
Categoriser
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Conclusions

Purpose
Support categorization of lectures

Success!
Significant increase in accuracy (12–20% over the 
baseline based solely on text mining)
Robustness in terms of missing data

Current status and future plans
Integrated into the VL authoring module
Will be employed to boost the accuracy of the 
speech-to-text process
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That’s it

Thank you for your attention

Questions?

Check out http://www.VideoLectures.net
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