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MOTIVATION	

How do people navigate online?

Can we model it effectively?

‣ Applications to Ranking?

Can we use it to predict traffic?

Can we reconcile empirical data and theoretical 
models?



EMPIRICAL DATA

measured by the number of unique vistors. (§ 4)

• We offer the first characterization of individual traffic
patterns involving continuous collection from a large
population. We find that properties such as jump fre-
quency, browsing rates, and the use of portals are not
scale-free, but rather log-normally distributed. Only
when aggregated across users do these properties ex-
hibit scale-free behavior. (§ 5)

• We investigate the notion of a Web “session,” show-
ing that neither a simple timeout nor a rolling average
provide a robust definition. We propose an alternative
notion of logical session and provide an algorithm for
its construction. While logical sessions have no inher-
ent temporal scale, they are amenable to the addition
of a timeout with little net effect on their statistical
properties. (§ 6)

We conclude with a discussion of the limitations of our
data, the implications of this work for modeling and anomaly
detection, and potential future work in the area.

2. BACKGROUND

Internet researchers have been quick to recognize that
structural analysis of the Web becomes far more useful when
combined with actual behavioral data. The link structure
of the Web can differ greatly from the set of paths that
are actually navigated, and it tells us little about the be-
havior of individual users. A variety of behavioral data
sources exist that can allow researchers to identify these
paths and improve Web models accordingly. The earliest
efforts have used browser logs to characterize user naviga-
tion patterns [5], time spent on pages, bookmark usage, page
revisit frequencies, and overlap among user paths [7]. The
most direct source of behavioral data comes from the logs
of Web servers, which have been used for applications such
as personalization [16] and improving caching behavior [21].
More recent efforts involving server logs have met with no-
table success in describing typical user behavior [2]. Because
search engines serve a central role in users’ navigation, their
log data is particularly useful in improving search results
based on user behavior [1, 12].

Other researchers have turned to the Internet itself as a
source of data on Web behavior. Network flow data gen-
erated by routers, which incorporates high-level details of
Internet connections without revealing the contents of indi-
vidual packets, has been used to identify statistical prop-
erties of Web user behavior and discriminate peer-to-peer
traffic from genuine Web activity [14, 15, 8].

The most detailed source of behavioral data consists of
actual Web traffic captured from a running network, as we
do here. The present study most closely relates to the work
of Qiu et al. [19], who used captured HTTP packet traces to
investigate a variety of statistical properties of users’ brows-
ing behavior, especially the extent on which they appear to
rely on search engines in their navigation of the Web.

We have also used captured HTTP requests in our pre-
vious work to describe ways in which PageRank’s random-
surfer model fails to approximate actual user behavior, which
calls into question its use for ranking search results [13]. One
way of overcoming these shortcomings is to substitute actual
traffic data for ranking pages [11]. However, this may cre-
ate a feedback cycle in which traffic grows super-linearly
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with popularity, leading to a situation (sometimes called
“Googlearchy”) in which a few popular sites dominate the
Web and lesser known sites are difficult to discover [18, 9].
More importantly for the present work, simply accepting
traffic data as a given does not further our understanding of
user behavior. We can also overcome the deficiencies of the
random-surfer model by improving the model itself. This
paper offers analysis of key features of observed behavior to
support the development of improved agent-based models of
Web traffic [10].

The present study also relates to work in anomaly detec-
tion and anonymization software for the Web. The Web
Tap project, for example, attempted to discover anomalous
traffic requests using metrics such as request regularity and
interrequest delay time, quantities which we discuss in the
present work [3]. The success of systems that aim to pre-
serve the anonymity of Web users is known to be dependent
on a variety of empirical properties of behavioral data, some
of which we directly address here [20].

3. DATA DESCRIPTION

3.1 Data Source

The click data we use in this study was gathered from
a dedicated FreeBSD server located in the central routing
facility of the Bloomington campus of Indiana University
(Figure 1). This system had a 1 Gbps Ethernet port that
received a mirror of all outbound network traffic from one
of the undergraduate dormitories. This dormitory consists
of four wings of five floors each and is home to just over
a thousand undergraduates. Its population is split roughly
evenly between men and women, and its location causes it to
have a somewhat greater proportion of music and education
students than other campus housing.

To obtain information on individual HTTP requests pass-
ing over this interface, we first use a Berkeley Packet Filter
to capture only packets destined for TCP port 80. While
this eliminates from consideration all Web traffic running
on non-standard ports, it does give us access to the great
majority of it. We make no attempt to capture or analyze
encrypted (HTTPS) traffic using TCP port 443. Once we
have obtained a packet destined for port 80, we use a reg-
ular expression search against the payload of the packet to
determine whether it contains an HTTP GET request.

If we do find an HTTP GET request in the packet, we an-
alyze the packet further to determine the virtual host con-
tacted, the path requested, the referring URL, and the ad-
vertised identity of the user agent. We then write a record
to our raw data files that contains the MAC address of the
client system, a timestamp, the virtual host, the path re-
quested, the referring URL, and a flag indicating whether
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EMPIRICAL DATA	

N = 967 Users

29.8 M Page requests

630,000 Web servers

110,000 Referring hosts

2 months of data collection Mar 5 - May 3, 2008

MAC addresses as IDs



WEB SURFING
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SITE TRAFFIC
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LINK TRAFFIC
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SHANNON ENTROPY	

Definition

S=0 All visits are to same site

S=log n One visit to each site

Measures information needed to describe a user 
browsing pattern 

S = −
∑

i

ρi log ρi



ENTROPY DISTRIBUTION
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ENTROPY DISTRIBUTION
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ENTROPY DISTRIBUTION
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TIME BETWEEN VISITS
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DISCUSSION

PR does not predict real traffic

Real users are less diverse than random walkers
‣ Focused interests and recurring habits

BR adds well known user behaviors:
‣ bookmarks and backtracking

BR reconciles individual behaviour and aggregate 
patterns

BR improves PRs predictions on several empirical 
measures



FUTURE WORK

Multiple tabs

User diversity, topics of interest

Site dependent jump probability

Different parameter values



QUESTIONS?



BOOKRANK	

Add node to Bookmark list

Jump to bookmark with prob pt. P(R) ~Rβ

‣ Bookmarks ranked by traffic

With prob 1-pt navigate locally

‣ Prob pb press back button

‣ Prob 1-pb follow random link
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REFERRALS PER HOST

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

10-1.2 10-1.0 10-0.8 10-0.6 10-0.4 10-0.2 100.0

P
(U

R
 / 

U
H

)

Unique Referrers / Unique Hosts

Portal Users
Surfers



USERS PER REFERRAL	
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INTERCLICK TIME
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