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AMI Research Vision

• Understanding human communication

• Scene analysis

• Unconstrained speech recognition

• Model individuals and groups

• Structure, index, summarize communication scenes

• User interfaces

• Meetings provide a realistic, yet circumscribed arena to 
address these problems



Typical European project meeting

•  Personnel:  2 person-months

• Meetings: 15 people, for 15 hours.

• Preparation: 15 people, for 5 hours.

• Travel budget:  6000 Euros

• 15 airfares, at 250 E = 3750 Euro.

• 15 nights in a hotel, at 100 E = 1500 Euro.

• 15 dinners, 30 lunches, at 20E = 900 Euro.

• Total = 6150 Euro.

• Miscellaneous:

• 2 days back-log of other work.

• 30 nights away from family and friends.

• 15 Friday evenings or Saturday mornings spent in transit in London airports.



Typical results of a meeting



Questions

• Next week

• “What happened at the review meeting?”

• Next month

• “Did we discuss the new tracking algorithm with the 
people from Munich?”

• Next year

• “What was the precise criticism of the XYZ work?”

• Today

• “How could the others from Maryland have 
participated in an efficient way?”



AMI Objectives

• Technology to support human interaction in meetings

• Meeting Browser

• Remote Meeting Assistant

• Based on multimodal recordings from instrumented 
meeting rooms

• Audio (multiple microphones - headmounted, lapel, 
tabletop arrays)

• Video (closeup and room-view)

• Slides (data projector capture)

• Text (handwritten notes, whiteboard)



Instrumented meeting rooms

• AMI meeting rooms at IDIAP, TNO, UEDIN

• Standardized collection of 4 person meetings using:

• 4 close-, 2 wide-view cameras

• 4 headset, 8 array microphones

• data projector capture

• whiteboard capture

• digital pen capture

• extra site-dependent devices (eg second microphone 
array, lapel mics)



Instrumented meeting rooms



Component technologies

• Browsing meetings (online and archived) requires:

• Models of group dynamics

• Audio and video processing and recognition

• Models to combine modalities

• Content extraction

• (As well as meeting user requirements and various 
software technologies)

• And lots of data... well annotated



Prototype Meeting Browser



AMI data collection

• Use cases for archive browsing and online assistants

• AMI scenario meetings: set of meetings on a common 
design project

• Data collection in the IDIAP, TNO, Edinburgh meeting 
rooms

• Hub corpus: 60% scenario meetings

• Spoke corpora: ICSI and M4 corpora;  specific data for 
localisation and tracking



Annotation

• Annotation phenomena defined - cater for all the key 
research problems on hub corpus

• NITE XML format and toolkit to standardize annotations

• Annotations include:

• speech transcription

• dialogue acts

• focus of attention

• summarization

• meeting actions

• individual actions



Signal labeling



Dialogue Act Labeling



Extractive Summarization



Media file server (mmm.idiap.ch)



Processing of audio-video data 

• Defined according to core problems:

• What did the participants say? (And how do they say 
it?)

• What did they do? (physical actions)

• Tracking each person’s location

• The emotional state of each participant?

• Tracking on what each participant is focusing

• Who are the participants?



Structuring & content extraction

• Defined according to browser requirements

• Segmentation of multimodal streams

• Structuring by meeting events

• Identification of group activity

• Indexing and retrieval

• Summarization, and generation of textual and 
multimodal summaries



Multimedia presentation

• Presentation technologies for meeting data

• JFerret browser (plugin intregration framework)

• Audio-only browser

• New components for JFerret (eg browsing by slides)

• Wireless presentation system

• Virtual agents and environments for meeting playback

• Browser evaluation test



Current results

• Instrumented meeting room infrastructure

• Multimodal corpus of meeting recordings

• Meeting annotation schemes and tools

• Many component technologies: speech recognition, 
audio-visual tracking, summarization, ....

• Media file server

• JFerret meeting browser

• Open source software releases

• NITE XML toolkit

• TORCH machine learning toolkit


