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Why is this AI rather than Distributed Systems? 
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COORDINATOR 

COORDINATOR 
COORDINATOR 

COORDINATOR COORDINATOR COORDINATOR 

COORDINATOR 

COORDINATOR 

Goal: enable units to adapt mission plans more rapidly, 
more accurately -- to be more tightly coordinated with less 

cognitive load. 

Courtesy of Dr. Tom Wagner, Approved for public release – distribution unlimited. 
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  Difficulty

  Limited communication and computational resources

   Ubiquity of uncertainty – uncertain, out-of-date, 
incomplete information 

“Satisficing” vs. “Optimality” 
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ORGANIZATIONAL 

GROUP 

LOCAL 





Organizational
 Design

Guidelines, Roles, 
Goals...etc. 

•  Communication and action 
spaces limited by roles

•  Reward functions modified to 
prefer certain actions  aids in 
coordination

•  Global reward function broken 
into limited-locality reward 
components

MDP- based 
operational 
decisions

Organization-Aware 
Operational Control

Network of MDP Agents

= Group-
coordination 

action

… .. 
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Efficiency through Assumptions
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•  Nodes in the scan schedule perform scanning actions.
•  Detections reported to Manager and a Track Manager selected.
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•  Track Manager discovers and coordinates with tracking nodes.
•  New tracking tasks may conflict with existing tasks at the node.
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SPAM: Mediation-Based Negotiation  

M20M33

M0 M8

M7

M25M14
S15

S32

S53
S18

S25,S20

S7

S18

S5 S8

S12, S22

S2, S14

M20M33

M8

M7

M25
1

1

1
1

2

1

1

1

World View- 
Multi-Linking 
of Resource 
Allocations 



25 

Resource Modeler 

Conflict Resolution Module 

Task Merging 

Problem 
solver 

Periodic Task 
Controller 

TÆMS Library 

Cache Check 

DTC-Planner 

Partial Order Scheduler 

Parallel Execution Module 

Learning 
Update 
Cache 

Cache 
Hit 

Linear Plan 

TAEMS-Plan 
Network/Objective 

Goal Description/
Objective 

Parallel Schedule 
Schedule 
Failure 

Results 

Update Expectations 

Schedule Failure 

Other 
Agents 

Schedule 

Resource 
           Uses 

        Multiple 
Structures 

Negotiation 
(e.g. SPAM) 
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Schedule failure/ 
Abstract view 
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Agents per Sector
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General Case Robust Managers
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 American Patent DB  
 Wall Street Journal 
 Associated Press News 
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Challenges: 

Minimize communication and 
processing costs to acquire a 
sufficient set of relevant 
documents 

•  Content distribution is arbitrary 
•  Agents  limited view of content 
distribution 
•  Queries arrive concurrently at 
different agents  
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Virtual Overlay 
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Agent
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Message Number and Search Quality
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Chongjie Zhang, Sherief Abdallah, 2009 
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Policy 
Update 

Action 
Selection 

Policy 

Reward Action State Policy 
Update 

Action 
Selection 

Policy 

Reward Action State 

Supervisory 
Policy 

Adaptation 

Report 
Generator 

Rules and 
Suggestions 

Adapted  
      Policy 

Abstracted state  
and reward 

(a) Multi-Agent Reinforcement Learning (MARL)  (b) MARL under Supervision 

Reward 
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27 X 27 Agent Network 
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