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Overview

o Statistical topic models
that can capture topic
correlations.

o Exploratory Analysis:
navigate through
document collections using
topic graphs.
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Latent Dirichlet Allocation (LDA)
(Blei, Ng, Jordan 2003)

¢ A document is modeled as a mixture of topics: 6 ~ Dir(«).

e Under Dirichlet, the components 6; and ¢; are modeled as
nearly independent.
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Pachinko Allocation Models (PAM)
(Li, McCallum 2006)

e Each super-topic models a distribution over topics.

¢ Under different super-topics, different sets of topics are
more likely to co-occur.
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Correlated Topic Models (CTM)
(Blei, Lafferty 2006)

¢ Proportion of topics 6 ~ logistic Normal(u, ¥)
e sample X ~ N (i, X).

¢ topic proportion: 6 =

Zef

e 3 ; encodes correlations between topic / and topic ;.
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Motivation

Problem with CTM:

e scale poorly with K.

e variational inference for CTM is slow especially for large K.
Solution: Low-rank covariance.

¢ Factor Analysis (FA) to constrain covariance structure

e Linear latent variable model for dimensionality reduction:

s~ N(s;0,1).

X = As + u+n, where { N~ A(n: 0. A).

e Parameterize covariance parameter ¥ = AAT + A1,
e Reduce the number of parameters O(K?) to O(KL).



Independent Factor Topic Models (IFTM)

For each document:

e sample s ~ p(s). e L sources
e sample x ~ p(x|s, A, A, p) = e K topics
N(x; As + 1, A). o T words

e Topic proportion: 0, =

Z,e/ Model parameters:
e For each word: BTk Akx N1y ik xt

e sample z, ~ Mult(9).
e sample w, ~ Mult(3;,).
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Non-Gaussian Source Distribution

Problems with Gaussian sources:
¢ A is often not very interpretable.

¢ Non-identifiability associated with rotations.

¢ A and AQ give the same likelihood, for any arbitrary rotation
matrix Q.

Solution: sparse source prior.
L
e Laplacian distribution: p(s) H exp(—|s|).
I=1

e A becomes interpretable and can be uniquely determined
up to a scale factor.



Approximate Inference

Variational mean-field approximation:
o Approximate p(Z,x,s|W) =~ [, q(zn)g(x)q(s).
¢ Find q(-) that minimizes KL(q||p).
Convex variational Bound:
o —log) ;€% > —logé— > %+ 1.
o —|s|">—(1—4)" — 54582, 0<v <2
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Topics from 4,000 NSF Abstracts

20
space
theory

geometry
spaces
structure
algebraic
geometric

manifolds
surfaces
dimensional

29
methods
equations
mathematical
computational
systems
analysis
nonlinear
solutions
differential
algorithms

49
theory
groups
problems
mathematics
number
group
mathematical
algebras
applications
functions

15

materials
properties
high
films
thin
surface
applications
temperature
growth

32
theory
quantum
geometry
manifolds
physics
string
dimensional
invariants
algebraic
theories

models
flow
model
systems
behavior
flows
theoretical
dynamics
fluid
experiment

37
magnetic
materials

high
quantum
spin
properties
physics
electronic
electron
systems

chemistry
chemical
malecular
polymer
materials
organic
metal
reactions
molecules

structure

physics
energy
neutron
nuclear
solar
particle
particles
theoretical
interactions
experiments

7

34
waves
numerical
wave
model
modeling
models
fluid
scale
turbulence
large

genes
protein
DNA
molecular
cell
biology
gene
proteins
function
genetic

microscopes
cells
microscopy
cell
proteins
protein
MEMS
scanning
membrane
confocal

24
carbon
organic
isotope

food
production
sea
marine
matter
ecosystems
species




Topics from 15,000 Articles from

35
ballot
election
Florida
votes
vote
Al Gore
recount
vater
court
board
result

92 68 5
law police patient
right ~ agent doctor
23 Pt investigator surgery
oo privacy EB heart
case ataies official disease
lawyer legal arrest medical
atrial civil atfioer hospital
judge vy ~ charges blood
death discrimination || iINvestigation pain
prasecutor Con enforcement brain
gress
aﬂl‘”"ev it drug cell
aw
federal 39
Supreme Court official
government
public
agency
group
federal
concern
director

8
George Bush
campaign
Republican
voter
governor
democratic
poll
political
John Mccain
election

primary

effort

24
3 40
Al Gore Bush bill
preBsu E"' White house Senate
Ll president money
campaign il agministration House
preside " legislation
L C,I'"m" Clinton campaign
Wh'tv“;\e leader vote
B‘III; z'l"se Senate Congress
Ipclirt?caley union measure
Republican political
debate plan law

36
drug
cancer
patient
AIDS
doctor
treatment
HIV
FDA
patent
trial
test

tax
cut
billion

taxes
plan
spending
income
social security
money
program

government

NYTimes

52
cell
human
scientist
research
researcher
stem
genes
experiment
genetic
lab

genome

57
health
care
drug
insurance
cost
program
Medicare
patient
coverage
hospital

62
study
problem
risk
american
researcher
health
group
patient
survey
disorder

finding

12/16



Model Comparison |

NSF Abstracts
e D = 1,500 documents
e T =2,938 words

e Average 108
words/document
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Model Comparison I
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Computational Savings

Training time (in hours) as K increases.

K LDA IFTM-G IFTM-L CTM
20 | 0.546 0.878 1.177 3.648
40 1.108 1.833 4,033 13.973
60 | 2.795 3.861 7.733 22.551
80 | 3.651 8.705 13.030 43.156
100 | 4.147 9.296 18.599 53.376
120 | 4.840 13.836 19.963 65.446
140 | 6.521 17.340 22.946 70.833
160 | 10.173 20.287 25.523 90.900

x0.45 x1 x1.5 x5
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Summary

Key ideas:
e IFTM learns sparse patterns of correlations between
topics.
e Performs competitively with CTM as measured by held-out
log-likelihood.
e 3-5 Times speed gain compared to CTM.
Limitation
¢ Need to specify the number of sources L.
Future Work:

e Automatically determine the number of hidden sources L
by putting a prior over A.

o Explore other source distribution p(s).
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