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Motivation -
otivatio ¢

= Applications involving

= Feature selection — Finding bio-markers. iy

= Categorical variables - leading to sparsity in ;
groups. i “‘ |||

= Count data — Frequently encountered in
medical applications.

= Meaningful Variance estimates



i Introduction

= Consider a standard linear regression problem
yi = @B+ st g(8) <k
= A Bayesian version: ﬂ H

p(B, 0y, X) o p(y| X, B,0)p(B|0)p(0)
= -\ -

Posterior Likelihood Prior



Feature Selection



i Feature Selection

Lasso Group-Lasso
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ly — XB||5 subject to |81 < . minimize I(8)  s.t. Y [Byll2 <.
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Prior:
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[T M-Laplace(B,/0, ¢ 1) o< ¢s/2 exp(—c]|Byl2),
g9=1

Prior (Park & CaseIIa,DZOOS):
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GroupLasso



i Prior — Hierarchical model

s Hierarchical model

p(Bylo) = I5° N(B,[0,02X2Dp(N2]0) i3 @
= Normal-Gamma model: @m
p(Byle) = I5° N (8]0, 0°X7)Gamma(\F[ 5, 2) dX] Y Canmao o
o M-Laplace(83,0, (ag/02)_%). Q‘\)

where ay = pgp and by = ||3,||3/02 (for each group ~

. , : : . g
g) , using the generalized inverse gaussian distribu- \_J
tion.



i Generalized linear models

= Stochastic component:
= Z distributed based on mean 0.

Z ~ f(0)
= Random Effect: .
m=ziB+e, €~ N0,

= Link Function:

Gamma(p|r, )

q(0) = n C N(nwtﬂ,UQ)

Poisson(z| exp(n))



Contingency tables for
count data



Contingency Tables

= Contingency tables Example
\ BioMarkerX
= Count data © Hight  Low,
= Categorical variables Hght | 4 I‘ 10
BioMarkerY .
Low,
. . , 50
= Poisson for Modeling: I 2
= Random counts, fixed time period. 54 35
2 0,
z;|0; ~ Poisson(6;) = bi Zi! ,

with the Poisson mean 6; = e, and n; ~ N(z!3,02).

=« Example — a clinical study of fixed time period.
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* What is X?

Dummy Coding - Example

1 2 3

1000
0100
0010 X=
0001

=N |-

1:2

=

Too many columns



Construction of X

= Higher order interaction terms. oy
XewmY XowmzZ YouZ
X =[x, ..., xCa xC1:C2 xCa-1Ca  xCrCoyr xCia-qCay, X
main effects 1st order interactions highest order interactions "»":4ﬁ‘,’k,;j“:';:;”Y
Z
_ 1
= Polynomial Contrast Codes >
= Used for ordered variables.
. . . 3 —
= Avoids over-parameterization. p
= Orthogonal in nature — results in an
orthogonal design matrix >

= (XX =1). K-Levels  (K-1) columns



i Inference:

= Gibbs Sampling:

= Highly efficient (no matrix inversion).
= Standard posterior conditionals.
= Sampling the n variable:

=« Adaptive Rejection sampling.

« Laplace approximation:

Poisson(z| exp(n))

1
p(n;|B, 07, X, 2) o exp {Znz-zz-—exp(nz-)—?(wfﬁ—mﬂ.

1



Experiments



*Computational Pathology
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Application — Breast Cancer

= Breast Cancer — Leading cause for tumor-related
death of women, particularly in Western countries.
= Finding biomarkers for prediction and prognosis is important.

= Immunohistochemistry:

= Labeling proteins in tissue sections using antibody-antigen
interaction.

= Cost effective, used on a routine basis.

= Tissue Microarray Technology: P *’

= TMA: allows simultaneous in situ analysis of 1000 prlmar
tumors.

= Promises to significantly accelerate studies seeking for
biomarkers.




‘L Tissue Microarrays
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Primary samples Tissue cylinders of Slices of 0.6um TMA spot from a
are taken from size 0.6mm are are cut off and single patient with
cancerous arrayed in a paraffin are stained. breast cancer
breast tissue. block. stained with the
YB-1 antigen.



Results — Significant Interactions

= Two patient groups — Find 3
difference:
= Low/High risk groups.
= Intensity levels for 7 proteins,

with higher-order interactions up
to order 2.

Low Risk Group High Risk Group




i Summary

= Bayesian Group-Lasso to deal with

= Count data — Poisson Model
= Feature selection with categorical variables

= Detection of novel compound bio-markers in the breast
cancer dataset.

= Advantages:
= Average over solutions, meaningful variance estimates.
= Higher-order interactions.

= Future work:
= Extending to other types of data (Weibull, Beta, Dirichlet).

= Going beyond Group-Lasso — Applying more sparse constraints, based on
[Caron & Doucet, 2008]).

= Clustering.
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