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Applications



Problem State

Motion Segmentation
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Subspace Model

A single rigid motion model

where,



Traditional Methods

Factorization Based
 Can only deal with full-dimensional and independent 

motions

 Sensitive to noises

Statistical
 Local optimality

Algebraic
 GPCA (Vidal et al 2005)

 Limited by the number of motions

 Non-linear
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Motivation

How much?
 Most existing algorithms need the number of 

motions is known as a  priori.

What? And How?
 Chicken and Egg problem

 Iteratively optimize the objective function

Local optimality

To design a novel algorithm which can automatically determine the 

number of motions and reach global optimality.



Mixture of Subspace Model

Single rigid motion model

Distance Metric

Mixture of Subspace

A set of orthonormal vectors



Penalized MAP Estimation

MAP Estimation

Penalizing



LP Relaxation

Formulation
 Suppose we have obtained a list of motion model 

candidates 

 Indicating variables

 Relaxation



PMAPE-LP
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Dancing Sequence

Ground truth Segmentation Result



Hopkins 155 Datasets

Motion Number Constraint,



Hopkins 155 Datasets
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Highlights

 Mixture of Subspace Model

 Penalized MAPE
 MAP estimator is potentially more effective than the 

conventional maximum likelihood estimator.

 The number of motions can be automatically estimated using 

model complexity penalizing.

 Non-constant Noise 
 More reasonable than the constant noise assertion.

 Linear Programming
 Guarantee that the solutions are the best combination from the 

candidate motion models. 

 Easily incorporate other prior knowledge, e.g. the number of 

motions.
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