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What	
  is	
  Churn??	
  

•  Churn	
  is	
  a	
  risk	
  (opposite	
  to	
  opportuniHes)	
  
– User	
  retenHon	
  vital	
  to	
  community	
  health	
  &	
  
funcHoning	
  

•  Hot	
  topic	
  in	
  industries	
  like	
  telcoms	
  
– Not	
  clearly	
  defined	
  in	
  online	
  social	
  networks	
  
– Full	
  defect	
  vs.	
  parHal	
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Why	
  Churn?	
  
•  AddiHonal	
  dimension	
  
•  Community	
  &	
  user	
  
value	
  

•  Personal	
  needs	
  &	
  
saHsfacHon	
  

•  Network	
  effects	
  
observable	
  

First 
influenced 
churner 

Cascade 

First Churner 
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Where	
  we	
  are…	
  

1.  What	
  is	
  Churn?	
  
– Proposed	
  flexible	
  definiHon,	
  different	
  types	
  

2.  Why	
  Churn?	
  
–  IdenHfied	
  features,	
  community	
  &	
  user	
  value	
  

3.   How	
  to	
  predict?!	
  
– How	
  do	
  we	
  know	
  if	
  a	
  user	
  is	
  going	
  to	
  churn?	
  
– Can	
  we	
  correlate	
  a	
  user’s	
  value	
  within	
  a	
  
community	
  with	
  their	
  churn	
  probability?	
  

•  Set	
  our	
  future	
  research	
  agenda…	
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User	
  Value	
  &	
  Churn	
  Probability	
  

•  Like	
  in	
  telcom:	
  start	
  with	
  feature-­‐based	
  
approach	
  

•  But	
  we’re	
  sure:	
  network	
  effects	
  have	
  to	
  be	
  
considered	
  

•  CorrelaHon:	
  features	
  vs.	
  churn	
  probability	
  

– Features:	
  structural	
  and	
  social	
  network,	
  
reciprocity,	
  persistence/producHvity,	
  popularity,	
  
senHment,	
  …	
  

crucial characteristic for churn in social networks. While

most works like [1] base their analysis and approaches for

churn prediction on a classical feature-based approach [8],

several recent works already take up the idea of social net-

work analysis in this context. [3] models churn as a spread

of influence. A similar approach is taken in [6] to model

churn for multi-player online games. Thus, this is one of

the first works discussing churn in a domain close to online

social networks.

In this work, we analyse the correlation between churn prob-

ability and a set of features that are commonly used to de-

scribe user and community value, trying to explain motiva-

tions of users to contribute to and to stay in a community.

The literature citing such definitions and quantitative anal-

ysis in the setting of online communities is limited. Sev-

eral motivations for contribution to digital social networks

have been proposed [7], where a key observation of user be-

haviour in online networks is that users, with the exception

of spammers, make contributions to online discourse without

expecting any immediate return. An article by Clay Shirky

in [10] describes how communities function through ‘inter-
casts’, where information is shared and content is unique to

the community. The findings parallel the design of a dis-

cussion board as analysed in our work. [9] lists a range of

intuitive measures that make up the value of an individual

in an organisation, which is related to the value of users

in a community. Our notion of community churn relates

to turnover and retention as used in [9] – indicating that

health signifiers of a community and organisation correlate

with user retention. Besides such rather behavioural mea-

sures, assessing the structural features of networks provides

a useful technique for gauging user value through numerical

values derived from social network analysis. Work described

in [4] cites the utility of such metrics when measuring the

value of users within consumer communities.

In this work, we apply ideas and techniques from all the

above mentioned and similar works. [5] is one of the first

works inspecting the notion of churn in social networks. It

presents an exhaustive discussion and a comprehensive list

of related work regarding different notions of churn, reasons
for churn, approaches to predict it, and much more. The

proposed definition of churn and first insights into factors

influencing churn build the basis of the work in hand.

3. FEATURE ENGINEERING
We formalise our analysis as an assessment of the correla-

tion between a given user (υi) and their churn probability

and features at a given point in time: tk. To determine the

user churn probability we use the activity-based definition

from [5]. It is based on comparing user activity from two

time windows: a previous activity window and a churn win-

dow. Based on our initial analysis of the boards.ie dataset,

we found that setting both the previous activity window

and the churn window to 13 weeks identified churners in the

most pronounced way and reduced noise – this is described

in [5]. As our goal is to compare the probability of individ-

ual churn with the same user’s features, we also require a

feature window to be set. The feature window is the window

of analysis from which we draw the past posts by a given

user up until a given point in time (tk). We decided on us-

ing a longer window for analysis than the previous activity

window to capture a broader spectrum of data from which

user features could be compiled. We set the length of this

window to be 26 weeks, thus covering the same length of

time span as the previous activity window and churn win-

dow combined – but stopping prior to the churn window.

Figure 1 summarises our window settings. At a given point

in time tk we want to measure the correlations between a

given user’s churn probability and her features. The previ-

ous activity window is defined as (tk − n) → (tk − 1), the

churn window as tk → (tk +m− 1). The feature window is

composed of 26 weeks prior to tk: (tk − (n+m)) → (tk − 1)

- setting both n and m to 13 weeks.

For our analysis we assess user churn probability and fea-

tures throughout the year 2006, starting on 1st January 2006

and calculating the churn probability and features at weekly

increments. Therefore, to calculate the user features for the

first time stamp, we require data from the second half of

2005 for our feature window and the last quarter of 2005 for

our previous activity window. It is worth noting also that we

do not calculate the churn probability of every week in the

year, we only run this analysis up until week 39, given that

this is the point in time where the churn window reaches the

end of the year 2006.

3.1 Dependent Variable: Churn Probability
[5] defines churn as a binary assessment of a user’s activity

in the previous activity window and churn window, stating

that a user had churned should their activity drop below a

given rate:

µC(υi) ≤ T (S).µPA(υi) (1)

µC(υi) denotes the average activity in the churn window

(C), µPA(υi) denotes the average activity in the previous

activity window (PA) and T (S) defines a system-specific

parameter in the range 0 ≤ T (S) ≤ 1. We can rewrite this

as a probability estimate as follows:

P (churn|υi) =

�
0 µC(υi) ≥ µPA(υi)

1− (
µC(υi)
µPA(υi)

) otherwise
(2)

The above equation returns a probability of 0 if the activ-

ity of the user in the churn window is the same or greater

than the activity in the activity window. Otherwise, it de-

rives the proportion of activity in the churn window with

regards to the activity window and converts this to a churn

probability. The system specific parameter (T (S)) now be-

comes a threshold against which we can compare the churn

probability, and should it be exceeded, declare υi as having

churned.

3.2 Independent Variables: User Features
In absence of explicit social connections (e.g, ‘following ’ or
‘friending ’), we represent the communication interaction be-

tween users as a weighted, directed graph G(V,E), the reply
graph. This is denoted by G(V,E), where V is the set of

vertices and E is the set of edges between a pair of vertices.

Each vertex v ∈ V represent a user in a forum, and a di-

rected edge e(i, j) ∈ E exists from user vi to user vj if user

vi has replied to a post of user vj in a thread in the forum.

We associate the number of posts between two users as the

edge weight. In the following, we define the features used in

this work and briefly state the intuition behind them.
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here: week 39 from 2006

feature analysis window $n+m$

...

......

previous activity window $n$ churn window $m$

$t_k$

start with 1.1.2006
week $52−m$

Case	
  Study	
  

•  Data	
  provided	
  by	
  the	
  largest	
  Irish	
  message	
  
board	
  Boards.ie	
  

•  Used	
  all	
  data	
  published	
  within	
  2006	
  
•  Derived	
  features	
  at	
  weekly	
  increments	
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Analysis:	
  Global	
  Churn	
  

months. We gather the collection of posts that a user has
made – i.e. p ∈ Pυi – and measure the polarity of each post
using Sentiwordnet’s sentiment lexicon.2 We then take the
average of the polarity measure of each post in the collec-
tion. To measure the polarity of a single post we use the
following formula, where c is the number of unique terms
in post p, the function pos(T ) returns the positive weight of
the term T from the lexicon and neg(T ) returns the negative
weight of the term:

polarity(p) =
1
c

c�

k=1

pos(T )− neg(T )

4. EXPERIMENTS
In this section, we describe three analysis tasks and the ex-
periments that accompanied each. The first analysis seeks to
correlate a user’s value with the likelihood that the user will
churn in a global setting – i.e. analysing the entire boards.ie
platform for one year. The second task analyses forum spe-
cific behaviour, correlating user features with churn proba-
bility in four different forums. And finally, the third task
explores the neighbourhood effects on churn in each of these
four forums and the differences that community dynamics
have upon such correlations.

4.1 Global Churn Analysis
For the global churn analysis, we use the previously de-
scribed features, but omit centrality and betweenness due
to their computational complexity and run time. The data
from the inspected time frame spans 486 forums. 32.826
users show activity over all these forums, summing up to a
total of 2.363.404 posts, where 2.168.546 of them are replies
to another post. Our initial experiments involved regression
models induced from the data, seeking to achieve a high Co-
efficient of Determination (R2) from such a model to explain
correlations. After repeated analysis with various different
regression models, testing Linear Regression, Least Median
of Squares, Isotonic Regression and Support Vector Regres-
sion, we were unable to achieve satisfactory R2 levels, thus
making conclusions drawn from correlations in the data hard
to justify – e.g. we achieved a low R2 value of 0.0069 using
Linear Regression.

Due to the limitations of regression analysis in this instance,
we altered the correlation task to one supported in a binary
classification setting. We replicated the binary churn deci-
sion from [5] by creating a dataset for all users who par-
ticipated on the site during 2006, assigning each user at a
given week a binary class label designating them as either
pos (churner) or neg (non-churner) We varied the threshold
σ that the binary decision is based on between three values
of σ = {0.2, 0.5, 0.7}.

Based on these three thresholds, we created three different
datasets and divided each dataset into a training and testing
set using an 80/20% split. The J48 decision tree classifier
was then trained on the former split and tested on the lat-
ter. We assessed the classification performance using the
standard measures of precision, recall and f-measure (F1) –
setting β = 1 for an equal weighting of precision and recall
– and reported on the κ coefficient for agreement between

2http://sentiwordnet.isti.cnr.it/

predictions and the class labels. Once we had identified the
threshold that produced the highest F1 value, we then took
the training split from that threshold setting and analysed
the correlation of features with class labels using Informa-
tion Gain Ratio to calculate the worth of each feature and
boxplots to visualise the feature distribution with regards to
churners and non-churners.

Figure 2: Boxplots of the correlation between the
top-5 features on the Boards.ie platform, ranked by
Information Gain Ratios, with respect to Churner
(pos) and Non-churner (neg) class labels

Results. Table 1 shows the classification results from the
churner identification at various thresholds. The results
show that as the threshold increases we see an improvement
in all evaluation measures, indicating that for lower values
of σ additional false positives and false negatives are pro-
duced. The kappa statistic (κ) also increases as the thresh-
old increases, indicating a greater agreement between the
predictor’s decisions and the labels in the data.

Table 1: Results from Churner prediction for differ-
ent churn thresholds. Note that P denotes precision
and R denotes recall.

Threshold P R F1 κ
0.2 0.638 0.639 0.635 0.266
0.5 0.668 0.666 0.649 0.286
0.7 0.734 0.741 0.733 0.410

In order to assess the contribution of each feature in terms of
discriminating between churners and non-churners, we took
the training split of the dataset compiled using the best per-
forming threshold in terms of F1 levels – σ = 0.7. Using this
dataset we computed the Information Gain Ratio (IGR) of
each feature with respect to differentiating between churn-
ers and non-churners. Table 2 shows the results from this
analysis with features ranked by their IGR. The out-degree
and in-degree of users top the list, indicating that key dif-
ferences in these features can be used to segment churners
from non-churners. Initialisations comes third, indicating
that the number of posts started by a given user is also a
good indicator of separating churners from non-churners.

Although the IGR ranking provides an insight into impor-
tant features when identifying churners, the ranges of the
features are not explained. To do this we analyse the box-
plots of features in the training split with respect to the two
class labels. Figure 2 shows these plots, where for in-degree
and out-degree we observe higher values as being correlated
with non-churners. The differences between churners and
non-churners for Initialisations and Average Posts in Par-
ticipations is not as evident. However, for popularity there
is a clear difference in the distributions between the churner
and non-churner class labels, where the popularity for non-

Expected!?	
   Surprise?!	
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Analysis:	
  Per	
  Forum	
  Churn	
  

Highest:	
  Aher	
  hours	
  

Lowest:	
  Japanese	
  culture	
  

Median:	
  Prime	
  Hme	
  cartoons	
  

Mean:	
  World	
  of	
  Warcrah	
  

•  Performance	
  be.er	
  than	
  global,	
  larger	
  values	
  be.er	
  in	
  
forums	
  with	
  greater	
  acHvity	
  

•  DisHnct	
  forums	
  exhibit	
  disHnct	
  behaviour	
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Towards	
  Network	
  Effects	
  

•  Unweighted	
  Neighbourhood	
  Churn:	
  
– Average	
  churn	
  probability	
  of	
  neighbours	
  

•  Weighted	
  Neighbourhood	
  Churn	
  
– Average	
  weighted	
  churn	
  probability	
  of	
  neighbours	
  

•  Experiments	
  over	
  4	
  forums	
  from	
  before	
  
•  Induced	
  Linear	
  Regression	
  Model	
  	
  
– Dependent	
  variable:	
  churn	
  probability	
  
–  Independent	
  variables:	
  unweighted	
  and	
  weighted	
  
neighbourhood	
  churn	
  probabiliHes	
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Analysis:	
  Per	
  Forum	
  Neighbourhood	
  
Churn	
  

Lowest:	
  Japanese	
  culture	
   Median:	
  Prime	
  Hme	
  cartoons	
  

PosiBve	
  correlaBon	
  between	
  churn	
  probability	
  of	
  a	
  user	
  
and	
  neighbourhood	
  churns	
   …what	
  about	
  other	
  features	
  of	
  

the	
  neighbourhood?!?	
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Conclusion	
  

•  CorrelaHon	
  exisHng,	
  but	
  significant	
  differences:	
  	
  
– Global	
  vs.	
  local	
  
–  Between	
  forums	
  

•  Advanced	
  analysis	
  of	
  forum	
  characterisHcs	
  and	
  
these	
  effects	
  needed	
  …	
  classificaHon/clustering	
  

•  Extend	
  analysis	
  (windows,	
  filters,	
  sample,	
  …)	
  
•  Choice	
  of	
  features,	
  integrate	
  social	
  roles	
  
•  Analysis	
  of	
  network	
  effects	
  
•  …value,	
  health,	
  personal	
  needs,	
  …	
  loads	
  to	
  do!	
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