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Goal: Turn Web into Knowledge Base

comprehensive DB of human knowledge

• everything that Wikipedia knows

• everything machine-readable

• capturing entities, classes, relationships

Source: 
G. Weikum, G., Kasneci, M. 
Ramanath, F. Suchanek: 
DB & IR methods for 
knowledge discovery.
Communications of
the ACM 52(4), 2009



Approach: Knowledge Harvesting
Politician Political Party

Angela Merkel CDU

Karl-Theodor zu Guttenberg CDU

Christoph Hartmann FDP

…

Company CEO

Google Eric Schmidt

Yahoo Overture

Facebook FriendFeed

Software AG IDS Scheer

…

Movie ReportedRevenue

Avatar $ 2,718,444,933

The Reader $ 108,709,522 

Facebook FriendFeed

Software AG IDS Scheer

…

PoliticalParty Spokesperson

CDU Philipp Wachholz

Die Grünen Claudia Roth

Facebook FriendFeed

Software AG IDS Scheer

…

Actor Award

Christoph Waltz Oscar

Sandra Bullock Oscar

Sandra Bullock Golden Raspberry

…

Politician Position

Angela Merkel Chancellor Germany

Karl-Theodor zu Guttenberg Minister of Defense Germany

Christoph Hartmann Minister of Economy Saarland

…

Company AcquiredCompany

Google YouTube

Yahoo Overture

Facebook FriendFeed

Software AG IDS Scheer

…

Automatically Constructed Knowledge Bases:

• Mio‘s of individual entities

• 100 000‘s of classes/types

• 100 Mio‘s of facts

• 100‘s of relation types

YAGO-NAGA IWP
Cyc

TextRunner
ReadTheWebWikiTaxonomy

SUMO WikiNet

http://www.trueknowledge.com/
http://sig.ma/
http://www.cmu.edu/index.shtml


Knowledge for Intelligence

• entity recognition & disambiguation

• understanding natural language & speech

• knowledge services & reasoning for semantic apps 

(e.g. deep question answering)

• semantic search:  precise answers to advanced queries

(by scientists, students, journalists, analysts, etc.)

FIFA 2010 finalists who played in a Champions League final?

Politicians who are also scientists?

Drugs for treating Alzheimer? 
Influenza vaccines for teens with high blood pressure?
...

Swedish king‘s wife when Greta Garbo died?

Relationships between 
Max Planck, Angela Merkel, Jim Gray, and the Dalai Lama?



Application 1: Semantic Queries on Web

www.google.com/squared/

http://www.google.com/squared/


Application 1: Semantic Queries on Web

www.google.com/squared/

http://www.google.com/squared/


Application 1: Faceted Search

H. Bast et al.: ESTER: Efficient Search on Text, Entities, and relations, SIGIR’07



Application 2: Question Answering (QA)

• KB of curated, structured data

• not just facts, but also 

algorithms & models

• KB from Wikipedia and user edits

• translation of natural-language

questions into KB queries



Application 2: Deep QA in NL

99 cents got me a 4-pack of Ytterlig coasters 

from this Swedish chain

This town is known as "Sin City" & its 

downtown is "Glitter Gulch"

William Wilkinson's "An Account of the 

Principalities of Wallachia and Moldavia" 

inspired this author's most famous novel

As of 2010, this is the only 

former Yugoslav republic in the EU

YAGO

knowledge

back-ends

question

classification &

decomposition

www.ibm.com/innovation/us/watson/index.htm

D. Ferrucci et al.: Building Watson: An Overview of the 

DeepQA Project. AI Magazine, Fall 2010.

http://www.ibm.com/innovation/us/watson/index.htm


It’s about the disappearance forty years ago of  Harriet Vanger, a young 

scion of one of the wealthiest families in Sweden, and about her uncle, 

determined to know the truth  about what he believes was her murder.

Blomkvist visits Henrik Vanger at his estate on the tiny island of Hedeby.

The old man draws Blomkvist in by promising solid evidence against Wennerström. 

Blomkvist agrees to spend a year writing the Vanger family history as a cover for the real 

assignment: the disappearance of Vanger's niece Harriet some 40 years earlier.  Hedeby is 

home to several generations of Vangers, all part owners in Vanger Enterprises. Blomkvist 

becomes acquainted with the members of the extended Vanger family, most of whom resent 

his presence. He does, however, start a short lived affair with Cecilia, the niece of Henrik.

After discovering that Salander has hacked into his computer, he persuades her to assist

him with research. They eventually become lovers, but Blomkvist has trouble getting close 

to Lisbeth who treats virtually everyone she meets with hostility. Ultimately the two 

discover that Harriet's brother Martin,  CEO of Vanger Industries, is secretly a serial killer.

A 24-year-old computer hacker sporting an assortment of tattoos and body piercings 

supports herself by doing deep background investigations for Dragan Armansky, who, in 

turn, worries that Lisbeth Salander is “the perfect victim for anyone who wished her ill." 

Application 3: Machine Reading

same

same same

same
same

same

uncleOf

owns

hires

headOf

affairWith

affairWith
enemyOf

O. Etzioni, M. Banko, M.J. Cafarella: Machine Reading, AAAI’06

T. Mitchell et al.: Populating the Semantic Web by Macro-Reading Internet Text, ISWC’09



Named-Entity Disambiguation

Harry fought with you know who. He defeats the dark lord.

1) named-entity detection: segment & label by HMM or CRF

(e.g. Stanford NER tagger)

2) co-reference resolution: link to preceding NP

(trained classifier over linguistic features)

3) named-entity disambiguation: 

map each mention (name) to canonical entity (entry in KB)

Three NLP tasks:

Harry

Potter

Dirty

Harry

Lord

Voldemort

The Who

(band)

Prince Harry

of England



Mentions, Meanings, Mappings

D5 Overview   May 30, 2011

Agnetha  means   Agnetha Fältskog
Agnetha  means   Agnetha Munther
Agnetha  means   Agnetha Qvarnström
Björn       means   Björn Borg
Björn       means   Björn Ulvaeus
Björn       means   Björn the Viking
Benny      means  Benny Goodman
Benny      means  Benny Andersson
Waterloo  means  Battle of Waterloo
Waterloo  means  Waterloo (Ontario)
Waterloo  means  Waterloo Station
Waterloo  means  Waterloo (song)
… … …

KB

Waterloo (song)

Waterloo Station

Battle of Waterloo

Benny Andersson

Benny Goodman

Agnetha Qvarnström

Agnetha Fältskog
Agnetha, 

Björn, 

Benny, 

and Anni-Frid 

were Sweden‘s

most successful 

pop music group. 

Their greatest hits

were Waterloo

and Mamma Mia.

Mentions

(surface names)

Entities

(meanings)

Benny Andersson

Benny Goodman

?



Mention-Entity Graph

Waterloo (s)

Waterloo St.

B. Waterloo

Benny A.

Benny G.

Agnetha Q.

Agnetha F.

KB+Stats

weighted undirected graph with two types of nodes

Popularity
(m,e):
• freq(m,e|m)

• length(e)

• #links(e)

Agnetha, 

Björn, 

Benny, 

and Anni-Frid 

were Sweden‘s

most successful 

pop music group. 

Their greatest hits

were Waterloo

and Mamma Mia.

Similarity 
(m,e):
• cos/Dice/KL

(context(m),

context(e))
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Waterloo (s)
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B. Waterloo

Benny A.

Benny G.

Agnetha Q.

Agnetha F.
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Popularity
(m,e):
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(anchor words)
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Waterloo (s)

Waterloo St.

B. Waterloo

Benny A.

Benny G.

Agnetha Q.

Agnetha F.

KB+Stats

weighted undirected graph with two types of nodes

Popularity
(m,e):
• freq(m,e|m)

• length(e)

• #links(e)

Similarity 
(m,e):
• cos/Dice/KL

(context(m),

context(e))

Agnetha, 

Björn, 

Benny, 

and Anni-Frid 

were Sweden‘s

most successful 

pop music group. 

Their greatest hits

were Waterloo

and Mamma Mia.

Coherence 
(e,e‘):
• dist(types)

• overlap(links)

• overlap 

(anchor words)

Swedish female singers
people from Jönköping
singers
musicians

Swedish songwriters
people from Stockholm
composers
musicians

ABBA songs
#1 chart singles
songs
artifacts



Mention-Entity Graph

18 / 20

Waterloo (s)

Waterloo St.

B. Waterloo

Benny A.

Benny G.

Agnetha Q.

Agnetha F.

KB+Stats

weighted undirected graph with two types of nodes

Popularity
(m,e):
• freq(m,e|m)

• length(e)

• #links(e)

Similarity 
(m,e):
• cos/Dice/KL

(context(m),

context(e))

Agnetha, 

Björn, 

Benny, 

and Anni-Frid 

were Sweden‘s

most successful 

pop music group. 

Their greatest hits

were Waterloo

and Mamma Mia.

Coherence 
(e,e‘):
• dist(types)

• overlap(links)

• overlap 

(anchor words)

http://.../wiki/ABBA
http://.../wiki/Anni-Frid_Lyngstad
http://.../wiki/Jönköping
http://.../wiki/Eurovision_Song_Contest

http://.../wiki/ABBA
http://.../wiki/Anni-Frid_Lyngstad
http://.../wiki/Mamma_Mia!
http://.../wiki/Agnetha_Fältskog

http://.../wiki/ABBA
http://.../wiki/Eurovision_Song_Contest
http://.../wiki/Mamma_Mia!

http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/
http://en.wikipedia.org/


Mention-Entity Graph
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KB+StatsPopularity
(m,e):
• freq(m,e|m)

• length(e)

• #links(e)

Similarity 
(m,e):
• cos/Dice/KL

(context(m),

context(e))

Coherence 
(e,e‘):
• dist(types)

• overlap(links)

• overlap 

(anchor words)

pop group ABBA
Grammy Award nomination
Melodifestivalen
Mamma Mia!

Waterloo (s)

Waterloo St.

B. Waterloo

Benny A.

Benny G.

Agnetha Q.

Agnetha F.

Agnetha, 

Björn, 

Benny, 

and Anni-Frid 

were Sweden‘s

most successful 

pop music group. 

Their greatest hits

were Waterloo

and Mamma Mia.

pop group ABBA
best-selling music artist in history
Melodifestivalen
The Winner Takes It All

Agnetha Fältskog
Benny Andersson
number-one single in Norway
Mamma Mia!

weighted undirected graph with two types of nodes



Joint Mapping

• Build mention-entity graph or joint-inference factor graph

from knowledge and statistics in KB

• Compute high-likelihood mapping (ML or MAP) or

dense subgraph such that:

each m is connected to exactly one e (or at most one e)

90

30

5
100

100

50

20
50

90

80

90
30

10 10

20

30

30

K. Kulkarni et al.: Collective Annotation of Wikipedia Entities in Web Text, KDD‘09

J. Hoffart et al.: Robust Disambiguation of Named Entities in Text, EMNLP’11



AIDA Accurate Online Disambiguation
http://www.mpi-inf.mpg.de/yago-naga/aida/
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Application 4: Annotation of Web Data
Given a Web table (in HTML, XML, …)
• annotate column with entity type
• annotate pair of columns with relationship type
• annotate table cell with entity ID

G. Limaye, S. Sarawagi, S. Chakrabarti: Annotating and Searching Web Tables 

Using Entities, Types and Relationships, PVLDB 2010



Application 4: Map Annotation

• Determine geo entities (landmarks) in vicinity, via GPS
• Show information about these entities, obtained from KB
• Smartphone and Augmented-Reality applications

C. Becker , C. Bizer: Exploring the Geospatial Semantic Web with DBpedia Mobile,

J. Web Sem. 2009



Spectrum of Machine Knowledge (1)

factual: 
bornIn (GretaGarbo, Stockholm), hasWon (GretaGarbo, AcademyAward),

playedRole (GretaGarbo, MataHari), livedIn (GretaGarbo, Klosters)

taxonomic (ontology): 
instanceOf (GretaGarbo, actress), subclassOf (actress, artist)

lexical (terminology): 
means (“Big Apple“, NewYorkCity), means (“Apple“, AppleComputerCorp)

means (“MS“, Microsoft) , means (“MS“, MultipleSclerosis) 

multi-lingual: 
meansInChinese („乔戈里峰“, K2), meansInUrdu („ “, K2)

meansInFrench („école“, school (institution)), 

meansInFrench („banc“, school (of fish))



Spectrum of Machine Knowledge (2)

ephemeral (dynamic services): 
wsdl:getSongs (musician ?x, song ?y), wsdl:getWeather (city?x, temp ?y)

common-sense (properties): 
hasAbility (Fish, swim), hasAbility (Human, write), 

hasShape (Apple, round), hasProperty (Apple, juicy),

hasMaxHeight (Human, 2.5 m)

common-sense (rules): 
 x: human(x)  male(x)  female(x)  

 x: (male(x)   female(x))  (female(x) )   male(x)) 

 x: animal(x)  (hasLegs(x)  isEven(numberOfLegs(x))

temporal (fluents): 
hasWon (GretaGarbo, AcademyAward)@1955

marriedTo (AlbertEinstein, MilevaMaric)@[6-Jan-1903, 14-Feb-1919]



Spectrum of Machine Knowledge (3)

free-form (open IE): 
hasWon (NataliePortman, AcademyAward)

occurs („Natalie Portman“, „celebrated for“, „Oscar Award“)

occurs („Jeff Bridges“, „nominated for“, „Oscar“)

multimodal (photos, videos): 
StuartRussell

JamesBruceFalls

social (opinions): 
admires (maleTeen, LadyGaga), supports (AngelaMerkel, HelpForGreece)

epistemic ((un-)trusted beliefs): 
believe(Ptolemy,hasCenter(world,earth)), believe(Copernicus,hasCenter(world,sun))

believe (peopleFromTexas, bornIn(BarackObama,Kenya))

       ?



This Tutorial

In this tutorial, we will explain:
• how a knowledge base is organized
• which knowledge bases are publicly available
• how we can automatically construct knowledge bases
• how we can query a knowledge base and rank the results
• how we can deal with inter-linked knowledge bases

We discuss:
• fundamental models & methods
• state-of-the-art techniques
• open problems & research challenges



Readings for Part I

• D.B. Lenat: CYC: A Large-Scale Investment in Knowledge Infrastructure. 
Commun. ACM 38(11): 32-38, 1995

• C. Fellbaum, G. Miller (Eds.): WordNet: An Electronic Lexical Database, MIT Press, 1998
• O. Etzioni, M. Banko, S. Soderland, D.S. Weld: Open information extraction from the web. 

Commun. ACM 51(12): 68-74, 2008
• G. Weikum, G. Kasneci, M. Ramanath, F.M. Suchanek:  Database and information-retrieval

methods for knowledge discovery. Commun. ACM 52(4): 56-64, 2009
• A. Doan, L. Gravano, R. Ramakrishnan, S. Vaithyanathan (Eds.): Special Issue on Managing 

Information Extraction, SIGMOD Record 37(4), 2008
• G. Weikum, M. Theobald: From information to knowledge: harvesting entities and 

relationships from web sources. PODS 2010
• First Int. Workshop on Automated Knowledge Base Construction (AKBC), Grenoble, 2010,

http://akbc.xrce.xerox.com/
• D.A. Ferrucci, Building Watson: An Overview of the DeepQA Project. 

AI Magazine 31(3): 59-79, 2010
• T.M. Mitchell, J.Betteridge, A. Carlson, E.R. Hruschka Jr., R.C. Wang: 

Populating the Semantic Web by Macro-Reading Internet Text. ISWC 2009
• Roberto Navigli: Word sense disambiguation: A survey. ACM Comput. Surv. 41(2), 2009
• Stefano Ceri, Marco Brambilla: Search Computing: Challenges and Directions, Springer, 2010
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Outline for Part II

– Knowledge Representation

– Public Knowledge Bases:

• Manually constructed knowledge bases

• Knowledge bases from Wikipedia

• Knowledge bases beyond Wikipedia



RDFS-Ontologies

singer

person

resource

location

city

Tupelo

subclassOf

subclassOf

type

bornIn

type

subclassOf

subclassOf

Classes

Instances

Relations

An RDFS-ontology can be seen as a directed labeled multi-graph, 
where the nodes are entities and the edges relations.

scientists



Labels

singer

person

resource

“Elvis” “The King”

location

city

Tupelo

subclassOf

subclassOf

type

bornIn

typetype

subclassOf

subclassOf

labellabel

Classes

Instances

Relations

Labels/words

scientists

The same label 
for two entities:
homonymy

The same entity
has two labels:
synonymy



Event Entities

Grammy Award
won

winnerprize

1967

year

An event entity
is an artificial entity
introduced to represent
an n-ary relationship

Winner Prize Year

Elvis Presley Grammy Award 1967

... ... ...

Event entities allow representing
arbitrary relational data as binary graphs

Row42
Row43

ElvisGrammy



Classes

singer

person

type

subclassOf

subclassOf

scientists

type

A class can be seen as a set of similar entities.
The type relation expresses class membership
The subclassof relation expresses inclusion

resource



Entailment

singer

person

type

subclassOf

subclassOf

scientists

type

resource

<X, type, C>
<C, subclassOf,D>

<X,type,D>

RDFS specifies entailment 
rules of the form

If the KB contains triples 
of this form

then add this triple

Example:

This computation terminates in polynomial time (if no blank nodes are present).



Relations

singer

person location

city

Tupelo

subclassOf

subclassOf

type

bornIn

type

subclassOf

bornIn

domain range

Relations are by themselves entities.
Facts can talk about relations.

Looks like higher order, but 
is not. Everything is just 
triples.

resource



OWL
The Web Ontology Language (OWL) is a set of predicates with special 
additional semantic rules.

Man

Father

Parent

list
IntersectionOf

typeX   type  C
C  intersectionOf LIST
LIST   hasElement Z

X     type    Z

hasElement
hasElement

The “list” is an RDF list with predicates defined there



OWL Undecidability

OWL defines so powerful predicates that it is undecidable.

owl:oneOf

Man

Father

Parent

list
owl:IntersectionOf

type

hasElement
hasElement

The “list” is an RDF list with predicates defined there



OWL-DL
There are several decideable fragments of OWL, e.g., OWL-DL.

OWL-DL mirrors the Description Logic SHOIN(D).

father = parent | | man

Man

Father

Parent

list
owl:IntersectionOf

type

hasElement
hasElement



Reification

Tupelo
bornIn

Grammy Award
won

#42

1967

year

#42 #43

Reification is the method of creating an entity that represents a fact.

Wikipedia
source



RDFS: Summary

location

city

Tupelo

subclassOf

subclassOf

type

bornIn

The Resource Description Format (RDF(S))
is a W3C standard that provides a standard 
vocabulary to model ontologies.

resource

An RDFS ontology can be seen as a
directed labeled multi-graph where
• the nodes are entities
• the edges are labeled with relations

Edges (facts) are commonly written
• as triples

<Elvis, bornIn, Tupelo>
• as literals

bornIn(Elvis, Tupelo)

[W3C RDF 2004]



Outline for Part II

– Knowledge Representation ✔

– Public Knowledge Bases:

• Manually constructed knowledge bases

• Knowledge bases from Wikipedia

• Knowledge bases beyond Wikipedia



Cyc

Douglas Lenat

What if we could make all 
common sense knowledge 
computer-processable?

Cyc project

• started in 1984
• driven by
• staff of 20 
• goal: formalize knowledge

manually

[Lenat, Comm. ACM 1995]

Cyc is a knowledge base 
about common sense knowledge



Cyc: Language

CycL is the formal language that Cyc uses to represent knowledge.
(Semantics based on First Order Logic, syntax based on LISP)

(#$forall ?A
(#$implies

(#$isa ?A #$Animal)
(#$thereExists ?M

(#$mother ?A ?M))))

(#$arity #$GovernmentFn 1) 
(#$arg1Isa #$GovernmentFn #$GeopoliticalEntity) 
(#$resultIsa #$GovernmentFn #$RegionalGovernment) 

(#$governs (#$GovernmentFn #$Canada)  #$Canada)

http://cyc.com/cycdoc/ref/cycl-syntax.html

Cyc project

http://cyc.com/cycdoc/ref/cycl-syntax.html
http://cyc.com/cycdoc/ref/cycl-syntax.html
http://cyc.com/cycdoc/ref/cycl-syntax.html


Cyc: Example of Content

Cyc project

#$Love
Strong affection for another agent arising out of kinship or personal ties.

guid: bd589433-9c29-11b1-9dad-c379636f7270
direct instance of: #$FeelingType
direct specialization of: #$Affection  
direct generalization of: #$Love-Romantic 

http://cyc.com/cycdoc/vocab/emotion-vocab.html#Love

Facts and axioms about: Transportation, Ecology, everyday life, 
chemistry, healthcare, animals, law, computer science...

If a computer network implements IEEE 802.11 Wireless LAN Protocol 
and some computer is a node in that computer network, then that 
computer is vulnerable to decryption. http://cyc.com/cyc/technology/whatiscyc_dir/maptest

http://cyc.com/cycdoc/vocab/emotion-vocab.html
http://cyc.com/cycdoc/vocab/emotion-vocab.html
http://cyc.com/cycdoc/vocab/emotion-vocab.html
http://cyc.com/cyc/technology/whatiscyc_dir/maptest
http://cyc.com/cyc/technology/whatiscyc_dir/maptest


Cyc: Summary

Cyc SUMO

Content Common sense knowledge, 
axioms

Common sense knowledge, 
axioms

Main strength Huge ontology, with tools Free research project

Technique Manual Manual

License proprietary, OpenCyc is 
Apache License V2.0

GNU GPL

Entities 500k 20k

Assertions 5m 70k

Relations 15k

Tools Reasoner, NL tool Reasoner

URL http://cyc.com http://ontologyportal.org

References [Lenat, Comm. ACM 1995] [Niles, FOIS 2001]

http://cyc.com/cyc/technology/whatiscyc_dir/whatsincyc in 2010 http://ontologyportal.org

SUMO is a 
research 
project in a 
similar spirit, 
driven by 
Adam Pease.

http://cyc.com/cyc/technology/whatiscyc_dir/whatsincyc
http://ontologyportal.org


WordNet

George Miller,
Christiane Fellbaum

What if we could make 
the English language
computer-processable?

WordNet is a lexicon of the English language
• started in 1985
• driven by the Cognitive Science Laboratory, 

Princeton University
• written by lexicographers
• goal: formalize the English language

[Miller, CACM 1995]



WordNet: Content

{ camera, 
photographic camera}

{ camera, 
television camera}

“television equipment 
consisting of a lens system 
that focuses an image on a 
photosensitive mosaic”

{equipment}

Concept 
(“synset”)

Synonymous 
words for 
the concept

Gloss  
describing 
the concept

Concept 
hierarchy



WordNet: Semantic Relations

Relation Meaning Examples

Synonymy
(N, V, Adj, Adv)

Same sense (camera, photographic camera)
(mountain climbing, 
mountaineering)
(fast, speedy)

Antonymy
(Adj, Adv)

Opposite (fast, slow)
(buy, sell)

Hypernymy (N) subclassOf (camera, photographic equipment)
(mountain climbing, climb)

Meronymy (N) Part (camera, optical lens)
(camera, view finder)

Troponymy (V) Manner (buy, subscribe)
(sell, retail)

Entailment (V) X must mean doing Y (buy, pay)
(sell, give)



WordNet: Summary

Content Adjectives, verbs, nouns and adverbs of the 
English language

Format Visualization tool
data downloadable in Prolog-like format

Main strength High quality lexicon for English

Technique Manual

Size Words: 155k

Senses: 117k

Word-sense pairs: 207k

License Proprietary, free use

Reference [Miller, Comm ACM 1995]

URL http://wordnet.princeton.edu

http://wordnet.princeton.edu/wordnet/man2.1/wnstats.7WN.html

WordNet: A lexicon of the English language.

http://wordnet.princeton.edu/wordnet/man2.1/wnstats.7WN.html


Wikipedia

Jimmy Wales

If a small number of people 
can create a knowledge base, 
how about a LARGE number 
of people?

• started in 2001
• driven by Wikimedia Foundation, 

and a large number of volunteers
• goal: build world’s largest 

encyclopedia

Wikipedia is a free online encyclopedia



Wikipedia: Articles and Attributes

Elvis Presley

Elvis Aaron Presley (January 8, 1935 – August 16, 
1977) was one of the most popular American 
singers of the 20th century.

Categories: American Rock singers

1 Article == 1 Page == 1 Entity

Full text information

Infobox:
Tabular information in the form

Attribute: Value

A page is in one or multiple categories. 
Categories form a hierarchy



Wikipedia: Summary

Content Entities of public interest (people, geography, music…)

Format Full text, downloadable in XML

Main strength Good quality, large coverage, free

Technique Manual creation by the community

Size Articles: 18m (3.6m in English)

Languages: 281

License Creative Commons Attribution-ShareAlike (CC-BY-SA)

URL http://download.wikimedia.org/

Wikipedia: A free online encyclopedia.



Outline for Part II

– Knowledge Representation ✔

– Public Knowledge Bases:

• Manually constructed knowledge bases ✔

• Knowledge bases from Wikipedia

• Knowledge bases beyond Wikipedia



Knowledge Bases from Wikipedia

Can we construct the 
knowledge bases 
automatically from 
Wikipedia?

YAGO



Basic idea

1935born

Elvis Presley

Blah blah blub fasel
(do not read this, 
better listen to the 
talk) blah blah Elvis 
blub (you are still 
reading this) blah 
Elvis blah blub blah 
blubbeldiblub

~Infobox~
Born: 1935
...

{{infobox Singer
…
birthDate: 1935
…

{{infobox Singer
…
dateOfBirth: 1935
…

Basic idea is the same for all approaches. 
They differ in how 
• they deal with synonymous attributes
• they construct a taxonomy



WikiNet

1935birthDateWikiNet started in 2010 
and is driven by the 
Heidelberg Institute for 
Theoretical studies (HITS)

{{infobox Singer
…
birthDate: 1935
…

{{infobox Singer
…
dateOfBirth: 1935
…

Category: 1935 birthsbirthDate

Main idea: Categories and infobox attributes cross-fertilize



WikiNet: Summary

Content Entities of public interest

Format inverted index as plain text

Sources Wikipedia

Main strength Focus on multilinguality

Technique Extraction from Wikipedia, 
propagation of category and infobox attributes

Size Entities: 3 m
Facts:  50m
Relations: 500

License Creative Commons BY-SA

URL http://www.h-its.org/english/research/nlp/download/wikinet.php

References [Nastase, LREC 2010]



DBpedia

Started in 2007, driven by Free 
U. Berlin, U. Leipzig, OpenLink

Main idea: Build a community 
of people who can define and 
curate the extraction patterns.

1935born

{{infobox Singer
…
birthDate: 1935
…

“birthDate”  born



DBpedia

1935bornaltName
The King

{{infobox Singer
altName: The King
birthDate: 1935
…

birthDate, 
dateofBirth,…  born

All infobox attributes In a separate space:
Attributes with 
manual patterns



DBpedia

1935born

{{infobox Singer
altName: The King
birthDate: 1935
…

singer

person

The community constructs 
the taxonomy manually

Currently: 
• 280 classes
• covers 50% of all entities



DBpedia

1935born

singer

person

American artist

human

The community constructs 
the taxonomy manually

Currently: 
• 280 classes
• covers 50% of all entities

Complemented by the 
YAGO taxonomy

from YAGOmanual



DBpedia

Content Entities of public interest 

Format RDF, API, SPARQL

Sources Wikipedia, YAGO/WordNet

Main strengths Focus on coverage,
interlinking with other data sets

Technique Extraction from Wikipedia + manual supervision by 
the community

Size Entities: 3.5m (in manual taxonomy: 1.7m)
Facts: 670m
Attributes: 9k (manually defined: 1k)
Manual Classes: 280

License CC-BY-SA & GNU FDL

URL http://dbpedia.org

Reference [Auer, ISWC 2007], [Bizer09, JWS 2009]



YAGO

1935born

YAGO

YAGO (Yet Another Great Ontology) 
started as PhD thesis in 2007,
now major project at the Max 
Planck Institute for Informatics in 
Germany

{{infobox Singer
…
birthDate: 1935
…

manually defined 
patterns

Main idea: Let the ontology check 
itself for precision.



YAGO: Classes

Rock Singer 

type

1935born

Singer

subclassOf

Person

subclassOf
Singer

subclassOf

Person

WordNet

Elvis Presley

Blah blah blub fasel
(do not read this, 
better listen to the 
talk) blah blah Elvis 
blub (you are still 
reading this) blah 
Elvis blah blub blah 
blubbeldiblub

Categories: Rock singer

~Infobox~
Born: 1935
...

• Use selected categories as types
• Add WordNet for Taxonomy



YAGO: Consistency Checks

Rock Singer 

type

1935born

Singer

subclassOf

Person

subclassOf

1935
bornInCity

Guitarist Guitar 

Check uniqueness of functional arguments

Check domains and ranges of relations

Check type coherence



SangerSanger

YAGO: Annotations

Rock Singer 

type

1935born

Singer

Person

married

1967 Las Vegas[1945-] 36N/115W

 1/3 of entities 
and facts have a 
geospatial and/or 
temporal 
annotation

Adding in

and some rule-based fact deduction
chanteur

SangerSangerpersonne

Adding in the Universal WordNet



YAGO: Summary
Content Entities of public interest

Format TSV, RDF, XML, N3, Web Interface

Sources Wikipedia, WordNet, Geonames

Main strength Focus on precision, geotemporal annotations, multilingual

Precision 95%

Technique Extraction from Wikipedia + matching with WordNet & 
Geonames + consistency checks

Size Entities: 3 m (+ geonames -> 10m)
Facts:  120m (+geonames -> 460m)
Relations: 100, Classes: 200k, Languages: 200

License Creative Commons BY-SA

URL http://mpii.de/yago

References [Suchanek, WWW 2007] [Hoffart, WWW 2011] 
[deMelo, CIKM 2010]



Freebase

Freebase started in 2000, driven by 
Metaweb,  part of Google since 2010

1935born

Imports data from Wikipedia and other 
sources (e.g., ChefMoz, NNDB, and 
MusicBrainz).

Main idea:
In Wikipedia, people edit articles. 
In Freebase, people edit facts.



Freebase



Freebase: User Contribution

• create new entities
• assign a new class to an entity 
• add/change attributes
• connect to other entities
• upload/edit images

• flag vandalism
• flag entities to be deleted
• vote on flagged content
(3 unanimous vote, 
or expert  as tie-breaker)

• define new class
• specify attributes of the class
• only by creator/admin
• class is peer-reviewed & 
promoted by staff/admin

• find aliases in Wikipedia  
• extract dates of events from 
Wikipedia articles
• use Yahoo image search API

Data Game

Edit Entities Edit Schema

Review



Freebase: Community

• act as tie breakers
• split entities
• “rewind” changes

Inducted by current 
experts.

• create new classes 
and attributes
• respond to 
community 
suggestions

Promoted by staff 
or other admins.

• edit
• review,
• vote

Anyone can be a 
member.

Experts Admins Members



Freebase: Summary

Content Entities with public information

Format API, RDF

Construction by the community
data import from public sources

Sources Wikipedia, Libraries, WordNet, MusicBrainz…

Main strength free and large

Size Facts: several millions

Entities: 20 m

License Creative Commons Attribution (CC-BY)

URL http://download.freebase.com

Freebase is a large collaborative knowledge base owned by Google.

http://wiki.freebase.com/wiki/FAQ#How_big_is_Freebase.3F

http://wiki.freebase.com/wiki/FAQ


Outline for Part II

– Knowledge Representation ✔

– Public Knowledge Bases:

• Manually constructed knowledge bases ✔

• Knowledge bases from Wikipedia ✔

• Knowledge bases beyond Wikipedia



Read the Web/NELL
“Read the Web/NELL” is a project at the 
Carnegie Mellon University in Pittsburgh, PA, since 2009.

Natural Language
Pattern Extractor

Table Extractor

Mutual exclusion

Type Check

Krzewski coaches the 
Blue Devils.

Krzewski Blue Angels
Miller Red Angels

sports coach != scientist

If I coach, am I a coach?

Initial Ontology

+ regular human feedback



Read the Web/NELL

http://rtw.ml.cmu.edu/rtw/

http://rtw.ml.cmu.edu/rtw/


Read the Web/NELL

Content Entities mentioned on Web pages

Format TSV

Construction by a perpetual extractor

Sources The Web

Main strength Not limited to a specific source

Size Facts: 800k

Categories & relations: 633

Reference [Carlson, AAAI 2010]

URL http://rtw.ml.cmu.edu/

NELL is an information extraction system that runs continuously.

http://rtw.ml.cmu.edu/rtw/overview

http://rtw.ml.cmu.edu/rtw/overview


Wolfram Alpha

Wolfram Alpha is a question answering system
• started in 2009
• driven by Wolfram Research
• goal: provide answers instead of Web pages

Can we compute 
answers to questions 
instead of showing Web 
pages?

Stephen Wolfram



Wolfram Alpha: Content

Do professors have above average income?

• computes answers from an 
internal knowledge base of 
curated, structured data.
• stores not just facts, but also 
algorithms and models



True Knowledge
True Knowledge is a project similar in spirit, driven by 
William Tunstall-Pedoe’s company.



Wolfram Alpha & TrueKnowledge

http://trueknowledge.com

Wolfram Alpha TrueKnowledge

Content Facts, Algorithms, Models, Data Entities of public interest 

Sources Public data Wikipedia

Main 
strength

Computational NL queries on public 
data

Natural Language Query 
answering on public data

Technique built-in data and algorithms, 
curated by experts

Extraction from Wikipedia + user 
feedback + consistency checks

Size Facts: 10 trillion
Algorithms: 50k

Entities: 25m
Facts: 600m

License Proprietary, access by Web form Proprietary, access by API

URL http://wolframalpha.com http://trueknowledge.com

http://www.wolframalpha.com/about.html

http://trueknowledge.com/
http://www.wolframalpha.com/about.html


Outline for Part II

– Knowledge Representation ✔

– Public Knowledge Bases:

• Manually constructed knowledge bases ✔

• Knowledge bases from Wikipedia ✔

• Knowledge bases beyond Wikipedia ✔
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Outline

• Part I ✔

– Machine Knowledge & Intelligent Applications
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– Knowledge Representation & Public Knowledge Bases
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– Extracting Knowledge
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– Ranking and Searching

• Part V

– Linked Data

• Part VI
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Outline for Part III
• Domain-oriented IE vs. Open-domain IE

– What to extract: entities, classes, binary & higher-arity relations

• Entities, Classes & Subsumptions
– WordNet concepts, Wikipedia categories, entity disambiguation

• Pattern-based Knowledge Harvesting
– Wrapper induction, WebTables, statistical pattern mining

• Probabilistic Extraction Models 
– HMMs, MEMMs, CRFs

• Constraints & Reasoning
– MLNs, CCMs, FactorIE, SOFIE/PROSPERA

• Open-domain IE
– ReadTheWeb, TextRunner, Omnivore, REVERB

• Advanced reasoning
– Temporal/spatial annotations of facts



Student Advisor
Surajit Jeff
Alon Jeff
Jim Mike
…

Two Paradigms in Information Extraction (IE) 

many sources

one or few sources

Surajit
obtained his
PhD in CS from
Stanford University
under the supervision
of Prof. Jeff.
He later joined HP and
worked closely with
Umesh … 

source-
centric IE

yield-centric
harvesting

hasAdvisor

almaMater

1) recall !
2)  precision

1) precision !
2) recall

near-human
quality! D

o
m

ain
-o

rie
n

te
d

 IE
O

p
e

n
-d

o
m

ain
 IE

<Surajit> „obtained his“ <PhD>
<Surajit> „PhD in“ <CS>
<Surajit> „under supervision“ <Jeff>
<Surajit> „PhD from“ <Stanford>
<Surajit> „joined“ <HP>
<Surajit> „works with“ <Umesh>

Student University
Surajit Stanford U
Alon Stanford U
Jim UC Berkeley
…



Entities & Classes

...

Which entity types (classes, unary predicates) are there?

Which subsumptions should hold
(subclass/superclass, hyponym/hypernym, inclusion dependencies)?

Which individual entities belong to which classes?

Which names denote which entities?

scientists, doctoral students, computer scientists, …
female humans, male humans, married humans, … 

subclassOf (computer scientists, scientists),
subclassOf (scientists, humans), …

instanceOf (Surajit Chaudhuri, computer scientists),
instanceOf (BarbaraLiskov, computer scientists),
instanceOf (Barbara Liskov, female humans), …

means (“Lady Di“, Diana Spencer),
means (“Diana Frances Mountbatten-Windsor”, Diana Spencer), …
means (“Madonna“, Madonna Louise Ciccone),
means (“Madonna“, Madonna(painting by Edward Munch)), …



Binary Relations

Which instances (pairs of individual entities) are there
for given binary relations with specific type signatures?

hasAdvisor (JimGray, MikeHarrison)
hasAdvisor (HectorGarcia-Molina, Gio Wiederhold)
hasAdvisor (Susan Davidson, Hector Garcia-Molina)
graduatedAt (JimGray, Berkeley)
graduatedAt (HectorGarcia-Molina, Stanford)
hasWonPrize (JimGray, TuringAward)
bornOn (JohnLennon, 9-Oct-1940)
diedOn (JohnLennon, 8-Dec-1980)
marriedTo (JohnLennon, YokoOno)

Which additional & interesting relation types are there
between given classes of entities?

competedWith(x,y), nominatedForPrize(x,y), …
divorcedFrom(x,y), affairWith(x,y), …
assassinated(x,y), rescued(x,y), admired(x,y), …



Higher-arity Relations & Reasoning

• Time, location & provenance annotations
• Knowledge representation – how do we model & store these?
• Consistency reasoning – how do we filter out inconsistent facts that 

the extractor produced? how do we quantify & manage uncertainty?

Facts (RDF triples):
(JimGray, hasAdvisor, MikeHarrison)

(SurajitSurajit, hasAdvisor, JeffJeff)

(Madonna, marriedTo, GuyRitchie)

(NicolasSarkozy, marriedTo, CarlaBruni)

(ManchesterU, wonCup, ChampionsLeague)

Facts (RDF triples)
1:

2:

3:

4:

5:

Reification:
“Facts about Facts”:
6:   (1, inYear, 1968)

7:   (2, inYear, 2006)

8:   (3, validFrom, 22-Dec-2000) 

9:   (3, validUntil, Nov-2008)

10: (4, validFrom, 2-Feb-2008)

11: (2, source, SigmodRecord)

12: (5, inYear, 1999)

13: (5, location, CampNou)

14: (5, source, Wikipedia)



Outline for Part III
• Domain-oriented IE vs. Open-domain IE

– What to extract: entities, classes, binary & higher-arity relations

• Entities, Classes & Subsumptions
– WordNet concepts, Wikipedia categories, entity disambiguation

• Pattern-based Knowledge Harvesting
– Wrapper induction, WebTables, statistical pattern mining

• Probabilistic Extraction Models 
– HMMs, MEMMs, CRFs

• Constraints & Reasoning 
– MLNs, CCMs, FactorIE, SOFIE/PROSPERA

• Open-domain IE
– ReadTheWeb, TextRunner, Omnivore, REVERB

• Advanced reasoning
– Temporal/spatial annotations of facts

✔



Unary Relations – Classes, Instances, Subsumptions

• Taxonomy construction

– Mapping Wikipedia categories onto Wordnet

– Subsumption & consistency checks 

– Long tail of entities and classes

• Entity disambiguation

– Individual vs. joint disambiguation



WordNet Thesaurus [Miller/Fellbaum 1998]

http://wordnet.princeton.edu/

3 concepts / classes & 
their synonyms (synsets)

http://wordnet.princeton.edu/


WordNet Thesaurus [Miller/Fellbaum 1998]

http://wordnet.princeton.edu/

subclasses
(hyponyms)

superclasses
(hypernyms)

http://wordnet.princeton.edu/


WordNet Thesaurus [Miller & Fellbaum 1998]

scientist, man of science

(a person with advanced knowledge)
=> cosmographer, cosmographist
=> biologist, life scientist
=> chemist
=> cognitive scientist
=> computer scientist
...
=> principal investigator, PI 
…

HAS INSTANCE => Bacon, Roger Bacon   
…

but:
only few individual entities
(instances of classes)

> 100,000 classes and lexical relations;
can be cast into
• description logics or
• graph, with weights for relation strengths
(derived from co-occurrence statistics)

http://wordnet.princeton.edu/

http://wordnet.princeton.edu/


Tapping on Wikipedia Categories



Tapping on Wikipedia Categories



Tapping on Wikipedia Categories



Mapping: Wikipedia  WordNet
[Suchanek et al: WWW 07; Ponzetto & Strube: AAAI 07]

Jim Gray
(computer
scientist)

Computer
Scientist

American

Scientist

Sailor,
Crewman

Missing
Person

Chemist

Artist



[Suchanek et al: WWW 07; Ponzetto & Strube: AAAI 07]

American

Sailor,
Crewman

Mapping: Wikipedia  WordNet

Jim Gray
(computer
specialist)

Computer
Scientist

Data-
base

Fellow (1), 
Comrade

Fellow (2),
Colleague

Fellow (3)
(of Society)

Scientist

Member (1),
Fellow

Member (2),
Extremity

American
Computer
Scientists

Database
Researcher

Fellows of
the ACM

People
Lost at Seatype

subclassOf

?

?

?

name similarity
(edit dist., n-gram overlap) ?

context similarity
(word/phrase level) ?

machine learning ?

Computer
Scientists
by Nation

Databases

ACM

Members of
Learned
Societies

Engineering
Societies

?

?

?

Missing
Person



Mapping: Wikipedia  WordNet

Analyzing category names  noun group parser:

American Musicians of Italian Descent

American Folk Music of the 20th Century

American Indy 500 Drivers on Pole Positions

Head word is key, should be in plural for instanceOf

headpre-modifier post-modifier

[Suchanek et al: WWW 07; Ponzetto & Strube: AAAI 07]

headpre-modifier post-modifier

headpre-modifier post-modifier

Given: entity e in Wikipedia categories c1, …, ck

Wanted: type(e,c) and subclassOf(ci,c) for WordNet class c
Problem: vagueness & ambiguity of names c1, …, ck



Heuristic Method:
for each ci do

if head word w of category name ci is plural 
1) find WordNet classes c, c‘, c‘‘, … with

synsets that contain a match of w
2) choose best class c (from polysemous c, c‘, c‘‘, …) 

and set e  c
3) expand w by pre-modifier from name ci, returning w+, 

and set ci  w+  c

• can also derive features this way
• feed into supervised classifier

Mapping: Wikipedia  WordNet

Given: entity e in Wikipedia categories c1, …, ck

Wanted: type(e,c) and subclassOf(ci,c) for WordNet class c
Problem: vagueness & ambiguity of names c1, …, ck

[Suchanek et al: WWW 07; Ponzetto & Strube: AAAI 07]



YAGO Concept Mappings 

American Rock Singer 

type

Exploit conceptual categories

1935
born

Singer

subclassOf

Person

subclassOf

Singer

subclassOf

Person

WordNet

Elvis Presley

Elvis Aaron Presley 
(January 8, 1935 – August 
16, 1977) was one of the 
most popular American 
singers of the 20th century. 
A cultural icon, he is widely 
known by the single name 
Elvis. He is often referred to 
as the "King of Rock and 
Roll" or simply "the King".

Categories: 1935 births | 1977 deaths | 
20th-century actors |American rock 
singers |…

Infobox
Born: 1935

Tupleo
Died: 1977

Memphis
Genres: Rock’n Roll
Occuptations:    

Musician, Actor 

…

Exploit Infoboxes

Add WordNet

[Suchanek,Kasneci,Weikum: WWW 07, SIGMOD Rec. 08]

http://en.wikipedia.org/wiki/Category:1935_births
http://en.wikipedia.org/wiki/Category:1977_deaths
http://en.wikipedia.org/wiki/Category:20th-century_actors
http://en.wikipedia.org/wiki/Category:20th-century_actors
http://en.wikipedia.org/wiki/Category:20th-century_actors
http://en.wikipedia.org/wiki/Category:American_rock_singers
http://en.wikipedia.org/wiki/Category:American_rock_singers


YAGO Consistency Checks

Rock Singer 

type

Check uniqueness of entities and functional arguments

1935
born

Singer

subclassOf

Person

subclassOf

January bornInCity

Guitarist Guitar 

Check domains and ranges of relations

Check type coherence

[Suchanek,Kasneci,Weikum: WWW 07, SIGMOD Rec. 08]



Learning More Mappings

Kylin Ontology Generator (KOG):
learn classifier for subclassOf across Wikipedia & WordNet using

• YAGO as training data
• advanced ML methods (MLN‘s, SVM‘s)
• rich features from various sources

> 3 Mio. entities
> 1 Mio. w/ infoboxes
> 500 000 categories

[Wu & Weld: CIKM 07, WWW 08 ]

• Category/class name similarity measures
• Category instances and their infobox templates:

template names, attribute names (e.g. knownFor)

• Wikipedia edit history:
refinement of categories

• Hearst patterns: 
C such as X, X and Y and other C‘s, …

• Other search-engine statistics:
co-occurrence frequencies

#articles

instances/classes



Goal: Comprehensive & Consistent !

Jim Gray
(computer
specialist)

Madonna
(entertainer)

Jeffrey
Ullman

Bob Dylan

…
…

Born

Known
For

Alma
Mater

Notable
Awards

Doctoral
Students

Genres

Years
Active

Also
Known
As

Website

American
Computer
Scientists

Database
Researcher

Fellows of
the ACM

Databases

Members of
Learned
Societies

Artist

Singer

Italian

American

Musician

Award
Winner

Scientist

Academic

Bell Labs
Princeton
Alumni

Knuth Prize
Laureate

American
People by
Occupation

Fellow(1)

Fellow(2)

World 
Record
Holders

American
Songwriters

Athlete

Hall of Fame
Inductees

U Michigan
Alumni

Guitar Players

Americans of
Italian Descent

People
by Status

Computer
Data

Telecomm.
History



Goal: Comprehensive & Consistent !

Jim Gray
(computer
specialist)

Madonna
(entertainer)

Jeffrey
Ullman

Bob Dylan

…
…

Born

Known
For

Alma
Mater

Notable
Awards

Doctoral
Students

Genres

Years
Active

Also
Known
As

Website

American
Computer
Scientists

Database
Researcher

Fellows of
the ACM

Databases

Members of
Learned
Societies

Artist

Singer

Italian

American

Musician

Award
Winner

Scientist

Academic

Bell Labs
Princeton
Alumni

Knuth Prize
Laureate

American
People by
Occupation

Fellow(1)

Fellow(2)

World 
Record
Holders

American
Songwriters

Athlete

Hall of Fame
Inductees

U Michigan
Alumni

Guitar Players

Americans of
Italian Descent

People
by Status

Computer
Data

Telecomm.
History

Clean up the mess:

• graph algorithms ?
• random walk with restart
• dense subgraphs …

• statistical machine learning ?
• logical consistency reasoning ?
• gigantic schema integration ?

• ontology merging



Long Tail of Class Instances



Long Tail of Class Instances
[Etzioni et al. 2004; Cohen et al. 2008; Mitchell et al. 2010]

But:
Precision drops for classes with sparse statistics (DB profs, …)
Harvested items are names, not entities
Canonicalization (de-duplication) unsolved

State-of-the-Art Approach (e.g. SEAL):
• Start with seeds: a few class instances
• Find lists, tables, text snippets (“for example: …“), …
that contain one or more seeds

• Extract candidates: noun phrases from vicinity
• Gather co-occurrence stats (seed&cand, cand&className pairs)
• Rank candidates

• point-wise mutual information, …
• random walk (PR-style) on seed-cand graph



Entity Disambiguation

“Penn“

“U Penn“
University of 
Pennsylvania

“Penn State“
Pennsylvania
State University

„PSU“
Pennsylvania
(US State)

Sean Penn

Passenger
Service Unit

Names Entities

?

• Ill-defined with zero context
• Known as record linkage for names in record fields
• Wikipedia offers rich candidate mappings:
disambiguation pages, re-directs, inter-wiki links,
anchor texts of href links



Individual Entity Disambiguation

Penn

University of 
Pennsylvania

Sean Penn

Penn State
University

name similarity:
edit distances, n-gram overlap, …

context similarity: record level

context similarity: words/phrases level

Penn

Penn

context similarity:
text around names, classes & facts around entities

Into the Wild

XML Treebank

…

Univ. Park…

…

Typical approaches:

Challenge: efficiency & scalability



Joint Disambiguation

• Consider a set of names {n1, n2, …} in same context
and sets of candidate entities 
E1 = {e11, e12, …}, E2 = {e21, e22, …}, …

• Define joint objective function (e.g. likelihood for prob. model)
that rewards coherence of mappings
(n1)=x1E1, (n2)=x2E2, … 

[Doan et al: AAAI 05; Singla,Domingos: ICDM 07; Chakrabarti et al: KDD 09, …+

• Solve optimization problem

Stuart Russell

Michael Jordan

Stuart Russell
(computer scientist)

Stuart Russell (DJ)

Michael Jordan
(computer scientist)

Michael Jordan (NBA)



Mississippi, one of Bob’s later songs, was first recorded by Sheryl on her album.

AIDA – Disambiguating Names in YAGO2

♬

[Hoffart,Yosef,Weikum et al.: VLDB 11, EMNLP 11]



CoherenceSimilarity

Features for Disambiguation

♬

Prior

86%

0.1%

How well do entity keyphrases and context tokens overlap?Are the disambiguated entities related?

0.9

3.1 Bob Dylan

Hurricane Bob

Mississippi, one of Bob’s later songs, was first recorded by Sheryl on her album.

• Bob Dylan songs

• Bob Hope
• Hurricane Bob
• Bob Quick
• …

How often did “Mississippi” link to this entity in Wikipedia?

• Sheryl Crow songs
• 1997 songs
• …



Objective Function

• Input • Goal

Prior prior(m,e)

Similarity sim(cxt(m),cxt(e))

Coherence coh(e1,e2)

• Mentions
– context of mention ctx(m)

– entity candidates e + ctx(e)

• Features



Joint Disambiguation as Graph Problem

Text with proper 
nouns

YAGO2
(with additional meta 
data)

Candidate
entities

Prior
probability

Similarity
based on key phrases 

Coherence based
on inlink overlap



Graph Algorithm

Mississippi (River)

Bob Dylan Songs

Sheryl Cruz

Sheryl Lee

Mississippi (Song)

Sheryl Crow

Objective: Maximize the minimum weighted degree

Constraint: Keep at least one entity per mention

Mentions of Entities Entity Candidates



Outline for Part III
• Domain-oriented IE vs. Open-domain IE

– What to extract: entities, classes, binary & higher-arity relations

• Entities, Classes & Subsumptions
– WordNet concepts, Wikipedia categories, entity disambiguation

• Pattern-based Knowledge Harvesting
– Wrapper induction, WebTables, statistical pattern mining

• Probabilistic Extraction Models 
– HMMs, MEMMs, CRFs

• Constraints & Reasoning
– MLNs, CCMs, FactorIE, SOFIE/PROSPERA

• Open-domain IE
– ReadTheWeb, TextRunner, Omnivore, REVERB

• Advanced reasoning
– Temporal/spatial annotations of facts

✔

✔



Binary Relations – Which Sources to Pick?

• Semi-structured data
The “Low-Hanging Fruit”

– Wikipedia infoboxes & categories

– HMTL lists & tables, etc.

• Free text
– Hearst-patterns, clustering by verbal phrases

– Natural-language processing

– Advanced patterns & iterative bootstrapping

(“Dual Iterative Pattern Relation Extraction”)



Picking Low-Hanging Fruit (First)



Deterministic Pattern Matching

...

[Kushmerick 97; Califf & Mooney 99; Gottlob 01, …+



Wrapper Induction
*Gottlob et al: VLDB 01, PODS 04,…+

...

• Wrapper induction:
• Hierarchical document structure, XHTML, XML
• Pattern learning for restricted regular languages

(ELog, combining concepts of XPath & FOL)

• Visual interfaces
• See e.g. http://www.lixto.com/,

http://w4f.sourceforge.net/

http://www.lixto.com/
http://w4f.sourceforge.net/


Tapping on Web Tables
[Cafarella et al: PVLDB 08; Sarawagi et al: PVLDB 09]



Tapping on Web Tables
[Cafarella et al: PVLDB 08; Sarawagi et al: PVLDB 09]

Problem:
Discover interesting relations

wonAward: Person  Award
nominatedForAward: Person  Award
…

From many table headers
and co-occurring cells



kn
o

w
n

A
s

Recovering the Semantics of Web Tables
[Venetis,Halevy et al: PVLDB 11]

Tree Name
Hazel Alder Alnus serrulata

Green Ash Fraxinus pennsylvanica

White Ash Fraxinus americana

Baldcypress Taxodium distichum

Beech Fagus grandifolia

River Birch Betula nigra

Boxelder Acer negundo

Red Cedar Juniperus virginiana

Black Cherry Prunus serotina

Sweet Cherry Prunus avium

Crab Apple Malus coronaria

http://www.hcforest.sailorsite.net/Elkhorn.html

Automatically enrich Web tables with
semantic annotations
• Extract instances of classes using Hearst patterns
• Assign most likely class labels to columns
• Identify binary relations among pairs of columns 
 Open IE tools (TextRunner)

Hazel Alder

Alnus
serrulata

kn
o

w
n

A
s

Tree

isA

Plant

isA

Green Ash

White Ash

isA

isA

…

…

Large-scale statistics

• 100 Mio Web documents

• 50 Mio queries (for entity boundaries)

 60,000 classes with > 10 instances

knownAs

Tree Name
Hazel Alder Alnus serrulata

Green Ash Fraxinus pennsylvanica

White Ash Fraxinus americana

Baldcypress Taxodium distichum

Beech Fagus grandifolia

River Birch Betula nigra

Boxelder Acer negundo

Red Cedar Juniperus virginiana

Black Cherry Prunus serotina

Sweet Cherry Prunus avium

Crab Apple Malus coronaria

http://www.hcforest.sailorsite.net/Elkhorn.html


Relational Fact Extraction From Plain Text

• Hearst patterns *Hearst: COLING‘92+

– POS-enhanced regular expression matching in natural-language text
NP0 {,} such as {NP1, NP2, … (and|or) }{,} NPn

NP0 {,}{NP1, NP2, … NPn-1}{,} or other NPn

…
“The bow lute, such as the Bambara ndang, is plucked and has an 
individual curved neck for each string.”

 isA(“Bambara ndang”, “bow lute”)

• Noun classification from predicate-argument structures 
[Hindle: ACL’90+
– Clustering of nouns by

similar verbal phrases
– Similarity based on co-occurrence 

frequencies (mutual information)

beer wine

drink 9.34 10.20

sell 4.21 3.75

have 0.84 1.38



Relational Fact Extraction From Plain Text

• Hearst patterns *Hearst: COLING‘92+

– POS-enhanced regular expression matching in natural-language text
NP0 {,} such as {NP1, NP2, … (and|or) }{,} NPn

NP0 {,}{NP1, NP2, … NPn-1}{,} or other NPn

…
“The bow lute, such as the Bambara ndang, is plucked and has an 
individual curved neck for each string.”

 isA(“Bambara ndang”, “bow lute”)

• Noun classification from predicate-argument structures 
[Hindle: ACL’90+
– Clustering of nouns by

similar verbal phrases
– Similarity based on co-occurrence 

frequencies (mutual information)

beer wine

drink 9.34 10.20

sell 4.21 3.75

have 0.84 1.38

Problem:
Low recall

out of 8.6 M words only 152

occurrences of „such as“ with matching noun conjugations

Difficult to extend to generic relations
(other than isA, partOf, etc.)



DIPRE/Snowball

• Dual Iterative Pattern Relation Extraction (DIPRE)
– Semi-supervised, iterative gathering of facts and patterns

– Positive & negative examples as seeds for a given target relation

e.g. +(Hillary, Bill) +(Carla, Nicolas)     –(Larry, Google)

– Various tuning parameters for pruning low-confidence patterns and facts

[Brin: WebDB 98; Agichtein/Gravano: ACL 00, …+

(Hillary, Bill)

(Carla, Nicolas)
X and her husband Y

X and Y on their honeymoon

X and Y and their children

X has been dating with Y

X loves Y

(Angelina, Brad)

(Hillary,  Bill)

(Victoria, David)

(Carla, Nicolas)

(Larry, Google)
…



• Snowball/QXtract [Agichtein,Gravano: DL 00, SIGMOD 01+03]

– Refined patterns and statistical measures

– >80% recall at >85% precision over a large news corpus

– Qxtract allows for user feedback in the iteration loop

DIPRE/Snowball/QXtract
[Brin: WebDB 98; Agichtein,Gravano: SIGMOD 01+03]

• Dual Iterative Pattern Relation Extraction (DIPRE)
– Semi-supervised, iterative gathering of facts and patterns

– Positive & negative examples as seeds for a given target relation

e.g. +(Hillary, Bill) +(Carla, Nicolas)     –(Larry, Google)

– Various tuning parameters for pruning low-confidence patterns and facts



Help from NLP: Dependency Parsing!

Software tools:
CMU Link Parser: http://www.link.cs.cmu.edu/link/
Stanford Lex Parser: http://nlp.stanford.edu/software/lex-parser.shtml
Open NLP Tools: http://opennlp.sourceforge.net/
ANNIE Open-Source IE: http://www.aktors.org/technologies/annie/
LingPipe: http://alias-i.com/lingpipe/ (commercial license)
FrameNet: http://framenet.icsi.berkeley.edu/

Carla has been seen dating with Ben.

• Analyze lexico-syntactic structure of sentences
– Part-Of-Speech (POS) tagging: HMMs, CRFs

– Dependency Parsing (DP): probabilistic grammars

– Semantic Role Labeling (SRL): map constituents onto semantic frames

Prefer shorter dependency paths for fact candidates

NNP  VBZ VBN   VBN VBG     IN    NNP

dating(Carla, Ben)

http://www.link.cs.cmu.edu/link/
http://nlp.stanford.edu/software/lex-parser.shtml
http://nlp.stanford.edu/software/lex-parser.shtml
http://nlp.stanford.edu/software/lex-parser.shtml
http://opennlp.sourceforge.net/
http://www.aktors.org/technologies/annie/
http://alias-i.com/lingpipe/
http://alias-i.com/lingpipe/
http://alias-i.com/lingpipe/
http://framenet.icsi.berkeley.edu/


http://cogcomp.
cs.illinois.edu/

http://cogcomp.cs/
http://cogcomp.cs/
http://cogcomp.cs/
http://cogcomp.cs/


http://nlp.stanford.edu:8080/parser/

http://nlp.stanford.edu/


Open-Domain Gathering of Facts

...

[Etzioni,Cafarella et al: WWW 04, IJCAI 07; Weld,Hoffman,Wu: SIGMOD-Rec 08]

Analyze verbal phrases between entities for new relation types

Carla has been seen dating with Ben.

Rumors about Carla indicate there is something between her and Ben.

• unsupervised bootstrapping with short dependency paths

• self-supervised classifier for (noun, verb-phrase, noun) triples

• build statistics & prune sparse candidates

• group/cluster candidates for new relation types and their facts

… seen dating with …

… partying with … 

{datesWith, partiesWith}, {affairWith, flirtsWith}, {romanticRelation}, …

(Carla, Ben), (Carla, Sofie), …

(Carla, Ben), (Paris, Heidi), …

But: Result often is noisy
Clusters are not canonicalized relations
High recall at (relatively) low precision



Declarative Extraction Frameworks

• IBM’s SystemT [Krishnamurthy et al: SIGMOD Rec. 08, ICDE 08]

– Declarative IE in a database engine
– SQL-style operators, cost models, full optimizer support

• DBLife/Cimple [DeRose, Doan et al: CIDR 07, VLDB 07]

– Online community portal centered around the DB domain 
(regular crawls of DBLP, conferences, homepages, etc.)



DBWorld/DBLP
/Google Scholar

Google Images

DBLP

Homepages/
DBLP/
DBWorld/
Google Scholar



Pattern-Based Harvesting Summary

Patterns

(Hillary, Bill)

(Carla, Nicolas)

Facts & Fact Candidates

X and her husband Y

X and Y on their honeymoon

X and Y and their children

X has been dating with Y

X loves Y

…

• good for recall, but often noisy/drifting
• not robust enough for high precision

(Angelina, Brad)

(Hillary,  Bill)

(Victoria, David)

(Carla, Nicolas)

(Angelina, Brad)

(Yoko, John)

(Carla, Benjamin)

(Larry, Google)

(Kate, Pete)

(Victoria, David)



Outline for Part III
• Domain-oriented IE vs. Open-domain IE

– What to extract: entities, classes, binary & higher-arity relations

• Entities, Classes & Subsumptions
– WordNet concepts, Wikipedia categories, entity disambiguation

• Pattern-based Knowledge Harvesting
– Wrapper induction, WebTables, statistical pattern mining

• Probabilistic Extraction Models 
– HMMs, MEMMs, CRFs

• Constraints & Reasoning: 
– MLNs, CCMs, FactorIE, SOFIE/PROSPERA

• Open-domain IE
– ReadTheWeb, TextRunner, Omnivore, REVERB

• Advanced reasoning
– Temporal/spatial annotations of facts

✔

✔

✔



Applications for Sequence Labeling

• Part-of-Speech (POS) tagging

• Named Entity Recognition (NER)

• Various specialized labeling tasks

– e.g. Blogs, emails, tweets

– lists and fields with regular structures:

news articles, citations, HTML tables, etc.



Probabilistic Extraction Models
• Hidden Markov Models (HMMs)

[Rabiner: IEEE 89; Sutton,McCallum: MIT Press 06]

– Markov Chain (directed)

– Generatively trained based on P(X,Y)

– Maximum (Log-)likelihood principle for training

• Maximum Entropy Markov Models (MEMMs)
[McCallum,Freitag,Pereira: ICML 00]

– Markov Chain (directed)

– Discriminatively trained using P(Y|X)

– Maximum Entropy principle for training

• Conditional Random Fields (CRFs)
[Lafferty,McCallum,Pereira: ML 01; Sarawagi,Cohen: NIPS 04]

– Markov Random Field (undirected) 

– Discriminatively trained using P(Y|X)

– Maximum (Log-)likelihood principle for training
X: Observations (tokens)
Y: Labels (POS, NE, etc.)



Probabilistic Models for Sequence Labeling

yi-1 yi yi+1

Conditional Random Field 
(CRF)

yi-1 yi yi+1

xi-1 xi xi+1

Maximum Entropy 
Markov Model
(MEMM)

yi-1 yi yi+1

Hidden Markov Model
(HMM)

xi-1 xi xi+1

xi-1 xi xi+1

X: Observations (tokens)
Y: Labels (POS, NE, etc.)



buy

Hidden Markov Models – HMMs

PRPMD VB

Wecan

DT NN

a

• Part-Of-Speech tagging example with an HMM

– How to find the best sequence of POS tags for

“We can buy a can” efficiently?

0.4

0.1

0.2 0.2

0.3

0.4

0.1

0.5

0.4

0.2 0.5

0.6

0.1 0.2

0.1 0.1

0.6



Given: observations X, labels Y, transition 

probabilities P(yi|yi-1) and P(xi|yi)

Compute inductively:

(initial state probabilities πi , transition probabilities aij,

observation probabilities bi(xt) usually estimated 
from a large annotated training corpus)

HMMs: Inference & Learning

buy

PRP MD VB

We can

DT NN

a can

[Lawrence L. Rabiner, Proc. IEEE 88]

Probability of an observation:

Forward/backward algorithm

Most likely sequence:

Trellis diagram/Viterbi

Weight learning:

Baum-Welch/

Expectation Maximization 
(EM)



buy

PRP MD VB

We can

DT NN

a can

Given: Observations X, labels Y, transition 

probabilities  Py’(y|x)

[McCallum,Freitag,Pereira: ICML 00]

normalizing constant

parameters
feature functions

Maximum Entropy Markov Models – MEMMs



buy

Maximum Entropy Markov Models – MEMMs

PRP MD VB

We can

DT NN

a can

Given: Observations X, labels Y, transition 

probabilities  Py’(y|x)

Feature functions fi

…
Training and inference similar to regular HMMs

Features used for Blog post segmentation

[McCallum,Freitag,Pereira: ICML 00]



Directed Models and Label Bias

• Top path and bottom paths are almost equally likely

• Difference only at initial transition

 States with low-entropy transitions (in the extreme case: a 
single transition) effectively ignore their observations

PRP MD VB DT NN

PRP NN VB DT MD

S E

can buy a can

can buy a can

0.55

0.45

1.0 1.0 1.0 1.0

1.0 1.0 1.0 1.0

.

.



Given: 

Factor graph G=(V,E) with

• Random variables V = (X U Y) 

• Factors E U V (potential functions)

• Exact inference, e.g., via forward/backward, 
Viterbi, or variable elimination

• Various EM techniques for training

Conditional Random Fields – CRFs

buy

PRP MD VB

We can

DT NN

a can

[Lafferty,McCallum,Pereira: ML 01]

• Plots of 2x2 error rates for 
synthetic data runs



CRF Extensions

• Semi-Markov CRFs
[Sarawagi,Cohen: NIPS 04]
– Identify entire subsequences with the same label
– Additional cost for inference remains linear in the maximum label 

length

• Joint Training over “Fusion Graphs”
[Gupta,Sarawagi: CoRR 10, WSDM 11]
– Merge overlapping sequences from multiple sources into a single 

graph structure
– Train individual CRFs using features from the merged graph
– Can learn CRFs from very few training examples (~4)



Outline for Part III
• Domain-oriented IE vs. Open-domain IE

– What to extract: entities, classes, binary & higher-arity relations

• Entities, Classes & Subsumptions
– WordNet concepts, Wikipedia categories, entity disambiguation

• Pattern-based Knowledge Harvesting
– Wrapper induction, WebTables, statistical pattern mining

• Probabilistic Extraction Models 
– HMMs, MEMMs, CRFs

• Constraints & Reasoning 
– MLNs, CCMs, FactorIE, SOFIE/PROSPERA

• Open-domain IE
– ReadTheWeb, TextRunner, Omnivore, REVERB

• Advanced reasoning
– Temporal/spatial annotations of facts

✔

✔

✔

✔



More Ontological Rigor!

• Reasoning for pattern/fact consistency using 
first-order logical constraints

– Markov Logic Networks

– Constrained Conditional Models

– FactorIE

– SOFIE/PROSPERA

 Canonical entities & typed relations



French Marriage Problem

...

marriedTo: 
person  person

marriedTo_French: 
person  person

x,y,z: 
marriedTo(x,y) 
marriedTo(x,z) 
 y=z



French Marriage Problem

Facts in KB: New facts or fact candidates:

married
(Hillary, Bill)

married
(Carla, Nicolas)

married
(Angelina, Brad)

married (Cecilia, Nicolas)
married (Carla, Benjamin)
married (Carla, Mick)
married (Michelle, Barack)
married (Yoko, John)
married (Kate, Leonardo)
married (Carla, Sofie)
married (Larry, Google)

1) for recall: pattern-based harvesting
2) for precision: consistency constraints/reasoning



Reasoning about Fact Candidates
Use consistency constraints to prune false candidates

spouse(Hillary,Bill)
spouse(Carla,Nicolas)
spouse(Cecilia,Nicolas)
spouse(Carla,Ben)
spouse(Carla,Mick)
spouse(Carla, Sofie)

spouse(x,y)  diff(y,z) spouse(x,z)

f(Hillary)
f(Carla)
f(Cecilia)
f(Sofie)

m(Bill)
m(Nicolas)
m(Ben)
m(Mick)

spouse(x,y)  f(x)

spouse(x,y)  m(y)

First-order-logic rules (restricted): Grounded atoms:

Rules can be weighted
(e.g. by fraction of ground atoms that satisfy a rule, or by learning) 
 uncertain / probabilistic data
 compute marginal probabilities of grounded atoms being “true“

Rules reveal inconsistencies
Find consistent subset(s) of atoms
(“possible world(s)“, “the truth“)

spouse(x,y)  diff(w,y) spouse(w,y)



Markov Logic Networks
[Richardson, Domingos: ML 2006]

Map logical constraints & fact candidates
into probabilistic graphical model: Markov Random Field (MRF)

s(Carla,Nicolas)
s(Cecilia,Nicolas)
s(Carla,Ben)
s(Carla,Sofie)
…

s(Ca,Nic)  s(Ce,Nic)

s(Ca,Nic)  s(Ca,Ben)

s(Ca,Nic)  s(Ca,So)

s(Ca,Ben)  s(Ca,So)

s(Ca,Ben)  s(Ca,So)

s(Ca,Nic)  m(Nic)

Grounding:

s(Ce,Nic)  m(Nic)

s(Ca,Ben)  m(Ben)

s(Ca,So)  m(So)

s(x,y)  m(y)100

s(x,y)  diff(y,z) s(x,z)5.9

s(x,y)  diff(w,y) s(w,y)7.5

s(x,y)  f(x)100 f(x) m(x)100

m(x) f(x)100

Grounding: Literal  Boolean Var
Reasoning: Literal  Binary RV

FOL rules w/ weights: Facts/entities:



Markov Logic Networks

s(Carla,Nicolas)
s(Cecilia,Nicolas)
s(Carla,Ben)
s(Carla,Sofie)
…

m(Ben)

m(Nic)
s(Ca,Nic)

s(Ce,Nic)

s(Ca,Ben)

s(Ca,So) m(So)

RVs coupled
by MRF edge
if they appear
in same clause

MRF assumption:
P[Xi|X1..Xn]=P[Xi|MB(Xi)]

joint distribution
has product form 
over all cliques

[Richardson, Domingos: ML 2006]

s(x,y)  m(y)100

s(x,y)  diff(y,z) s(x,z)5.9

s(x,y)  diff(w,y) s(w,y)7.5

s(x,y)  f(x)100 f(x) m(x)100

m(x) f(x)100

Map logical constraints & fact candidates
into probabilistic graphical model: Markov Random Field (MRF)



s(x,y)  m(y)100

s(x,y)  diff(y,z) s(x,z)5.9

s(x,y)  diff(w,y) s(w,y)7.5

s(x,y)  f(x)100 f(x) m(x)100

m(x) f(x)100

Map logical constraints & fact candidates
into probabilistic graphical model: Markov Random Field (MRF)

Markov Logic Networks

m(Ben)

m(Nic)

s(Ca,Ben)

s(Ca,So) m(So)

[Richardson, Domingos: ML 2006]

 s(Ca,Nic)  s(Ce,Nic)

s(Carla,Nicolas)
s(Cecilia,Nicolas)
s(Carla,Ben)
s(Carla,Sofie)
…

RVs coupled
by MRF edge
if they appear
in same clause

MRF assumption:
P[Xi|X1..Xn]=P[Xi|MB(Xi)]

joint distribution
has product form 
over all cliques

s(Ca,Nic)

s(Ce,Nic)

 s(Ce,Nic)  m(Nic)

s(Ca,Nic) s(Ce,Nic) i

0 0 e5.9

1 0 e5.9

0 1 e5.9

1 1 e0

s(Ce,Nic) m(Nic) i

0 0 e100

1 0 e0

0 1 e100

1 1 e100



Markov Logic Networks

s(Carla,Nicolas)
s(Cecilia,Nicolas)
s(Carla,Ben)
s(Carla,Sofie)
…

m(Ben)

m(Nic)
s(Ca,Nic)

s(Ce,Nic)

s(Ca,Ben)

s(Ca,So) m(So)

RVs coupled
by MRF edge
if they appear
in same clause

MRF assumption:
P[Xi|X1..Xn]=P[Xi|MB(Xi)]

joint distribution
has product form 
over all cliques

[Richardson, Domingos: ML 2006]

Variety of algorithms for joint inference:
MCMC (Gibbs sampling, MC-SAT), belief propagation, 
stochastic MaxSat, …

s(x,y)  m(y)100

s(x,y)  diff(y,z) s(x,z)5.9

s(x,y)  diff(w,y) s(w,y)7.5

s(x,y)  f(x)100 f(x) m(x)100

m(x) f(x)100

Map logical constraints & fact candidates
into probabilistic graphical model: Markov Random Field (MRF)



Markov Logic Networks

m(Ben)

m(Nic)
s(Ca,Nic)

s(Ce,Nic)

s(Ca,Ben)

s(Ca,So) m(So)

[Richardson, Domingos: ML 2006]

0.1

0.5

0.2 0.7

0.6

0.8

0.7

Consistency reasoning: prune low-confidence facts
StatSnowball *Zhu et al: WWW‘09+, BioSnowball *Liu et al: KDD‘10+
EntityCube, MSR Asia: http://entitycube.research.microsoft.com/

s(Carla,Nicolas)
s(Cecilia,Nicolas)
s(Carla,Ben)
s(Carla,Sofie)
…

s(x,y)  m(y)100

s(x,y)  diff(y,z) s(x,z)5.9

s(x,y)  diff(w,y) s(w,y)7.5

s(x,y)  f(x)100 f(x) m(x)100

m(x) f(x)100

Map logical constraints & fact candidates
into probabilistic graphical model: Markov Random Field (MRF)

http://entitycube.research.microsoft.com/


Related Alternative Probabilistic Models 

Software tools: 
alchemy.cs.washington.edu
code.google.com/p/factorie/
research.microsoft.com/en-us/um/cambridge/projects/infernet/

Constrained Conditional Models [Roth et al. 2007]

Factor Graphs with Imperative Variable Coordination
[McCallum et al. 2008]

log-linear classifiers with constraint-violation penalty
mapped into Integer Linear Programs

RV‘s share “factors“ (joint feature functions)
generalizes MRF, BN, CRF, …
inference via advanced MCMC
flexible coupling & constraining of RV‘s

m(So)

m(Ben)

m(Nic)
s(Ca,Nic)

s(Ce,Nic)

s(Ca,Ben)

s(Ca,So)

alchemy.cs.washington.edu
code.google.com/p/factorie/
code.google.com/p/factorie/
code.google.com/p/factorie/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/


FactorIE

• Imperatively Defined Factor 
graphs (IDF) 

– Object-oriented , imperative 
programming language 
(Scala)

• Open-source toolsuite for 
deployable probabilistic 
modeling

– Markov Logic, CRFs, MCMC, 
weight learning, etc.

– Scalable DB backend

[McCallum et al.: NIPS 08, ECML/PKDD 09, VLDB 10]

http://code.google.com
/p/factorie/

object LogicDemo1 {  
def main(args:Array[String]) : Unit = {    

// Define entity, attribute and relation types    
class Person (val name:String) 
extends ItemizedObservation[Person] with Entity[Person] { 

object smokes extends BooleanVariable with Attribute      
object cancer extends BooleanVariable with Attribute      

…} 
object Friends extends Relation[Person,Person];

// Define the model    
val model = new Model (     
Forany[Person] { p => p.cancer } * 0.1,       
Forany[Person] { p => p.smokes ==> p.cancer } * 2.0     
Forany[Person] { p => p.friends.smokes <==> p->Smokes } * 1.5  )    

// Create the data    
val amy = new Person("Amy"); amy.smokes := true    
val bob = new Person("Bob"); 
Friends(amy,bob); Friends(bob,amy) 

// Do 2000 iterations of sampling, gathering sample counts every 20 iterations    
val inferencer = new VariableSamplingInferencer(

new VariableSettingsSampler[BooleanVariable](model))
inferencer.burnIn = 100; inferencer.iterations = 2000; inferencer.thinning = 20    
val marginals = inferencer.infer(List(bob.cancer, bob.smokes)) }}

http://code.google.com/p/factorie/
http://code.google.com/p/factorie/


JointInfBased

Entity 1 Entity 2

Bidirectional Joint Segmentation & Disambiguation

.Logic Networks ML 62(1-2),. ,Markov 2006

none none none nonetitle title title venue volume year

Domingos

author

,Richardson

author none

Richardson, Domingos. Markov 
Logic Networks. ML, 62(1-2), 2006

Mention 1 Mention 2 Mention 3

[Singh,Schultz,McCallum: ECML 09; Poon,Domingos: AAAI 07]

Poon, Domingos. Joint Inference 
in Information Extraction. In 
AAAI, pages 913-918, 2007.

Author
Field 1

Author
Field 2

Author
Field 3

Matthew Richardson and Pedro 
Domingos. Markov logic 

networks. Machine Learning, 
62(1-2):107-136, 2006

Affinity

Repulsion

Repulsion

JointAffinity

JointRepulsion

JointRepulsion

Title
Field 1

Venue
Field 1

Volume
Field 1

Year
Field 1

…… …



SOFIE: Reasoning for KB Growth

YAGO Facts New fact candidates:

married
(Hillary, Bill)

married
(Carla, Nicolas)

married
(Angelina, Brad)

married (Cecilia, Nicolas)
married (Carla, Benjamin)
married (Carla, Mick)
married (Carla, Sofie)
married (Larry, Google)

+
Patterns:

X and her husband Y
X and Y and their children
X has been dating with Y
X loves Y

?

• KB facts are true; fact candidates & patterns  hypotheses
• known entities and typed relations
• grounded constraints  clauses with hypotheses as vars
• cast into Weighted Max-Sat with weights from pattern stats
• customized approximation algorithm
• unifies: fact/candidate consistency, pattern goodness, entity disambiguation

[Suchanek,Sozio,Weikum: WWW 09]

www.mpi-inf.mpg.de/yago-naga/sofie/

Direct approach:

http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/


SOFIE: Facts & Patterns Consistency

Constraints to connect facts, fact candidates & patterns

functional dependencies:

spouse(x,y):  x y, y x

relation properties:

asymmetry, transitivity, acyclicity, …

type constraints, inclusion dependencies:

spouse  Person  Person capitalOfCountry  cityOfCountry

domain-specific constraints:

bornInYear(x) + 10years ≤ graduatedInYear(x)

hasAdvisor(x,y)  graduatedInYear(x,t)  graduatedInYear(y,s)  s < t

pattern-fact duality:

occurs(p,x,y)  expresses(p,R)  R(x,y) 

name(-in-context)-to-entity mapping:

 means(n,e1)   means(n,e2)  …

occurs(p,x,y)  R(x,y)  expresses(p,R) 

www.mpi-inf.mpg.de/yago-naga/sofie/

[Suchanek,Sozio,Weikum: WWW’09+

http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/


SOFIE: Facts & Patterns Consistency

Constraints to connect facts, fact candidates & patterns

functional dependencies:

spouse(x,y):  x y, y x

relation properties:

asymmetry, transitivity, acyclicity, …

type constraints, inclusion dependencies:

spouse  Person  Person capitalOfCountry  cityOfCountry

domain-specific constraints:

bornInYear(x) + 10years ≤ graduatedInYear(x)

hasAdvisor(x,y)  graduatedInYear(x,t)  graduatedInYear(y,s)  s < t

pattern-fact duality:

occurs(p,x,y)  expresses(p,R)  R(x,y) 

name(-in-context)-to-entity mapping:

 means(n,e1)   means(n,e2)  …

occurs(p,x,y)  R(x,y)  expresses(p,R) 

www.mpi-inf.mpg.de/yago-naga/sofie/

[Suchanek,Sozio,Weikum: WWW 09]

• Grounded into large propositional   
Boolean formula in CNF 

• Max-Sat solver for joint inference
(complete truth assignment to all 
candidate patterns & facts)

http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/


spouse (Victoria, David)     spouse (Rebecca, David)
spouse (Victoria, David)     spouse (Victoria, Tom)
…
occurs (husband, Victoria, David)  expresses (husband, Spouse) 

 Spouse (Victoria, David)
occurs (dating, Rebecca, David)  expresses (dating, Spouse) 

 Spouse (Rebecca, David)
…
occurs (husband, Victoria, David)  Spouse (Victoria, David)

 expresses (husband, Spouse) 
…

 x,y,z,w:  R(x,y)   R(x,z)  y=z 
 x,y,z,w:  R(x,y)  R(w,y)  x=w
...
 x,y:  R(x,y)  R(y,x)
…
 p,x,y: occurs (p, x, y)  expresses (p, R)  R (x, y)

 p,x,y: occurs (p, x, y)  R (x, y)  expresses (p, R)

SOFIE Example

spouse (HillaryClinton, 
BillClinton)

spouse (Rebecca, David)

spouse (Victoria, David)

spouse (Victoria, Tom)

expresses (X and her husband Y, Spouse)

expresses (X Y and their children, Spouse)

expresses (X dating with Y, Spouse)

occurs (X and her husband Y, Hillary, Bill)

occurs (X and her husband Y, Victoria, David)

occurs (X dating with Y, Rebecca, David)

occurs (X dating with Y, Victoria, Tom)

occurs (X Y and their children, Hillary, Bill)

spouse (CarlaBruni, 
NicolasSarkozy)

[100]

[40]

[60]

[20]

[10]

[60]

[20]

[60]

[-1]

[-1]

[-1]

[-1]

[-1]

[-1]



Soft Rules vs. Hard Constraints

Enforce FD‘s (mutual exclusion) as hard constraints:

Generalize to other forms of constraints:
Hard constraint Soft constraint

hasAdvisor(x,y) 
graduatedInYear(x,t) 
graduatedInYear(y,s) 
 s < t

firstPaper(x,p)  firstPaper(y,q) 
author(p,x)  author(p,y) ) 
inYear(p) > inYear(q) + 5years

 hasAdvisor(x,y) [0.6]

hasAdvisor(x,y)  diff(y,z)  hasAdvisor(x,z)

Open issue for arbitrary constraints
(e.g., Datalog-style deductive grounding

vs. „open-world“ Markov Logic)
 Rethink reasoning!

Combine with weighted constraints
No longer regular MaxSat
Constrained & weighted MaxSat



Pattern Harvesting, Revisited
[Suchanek et al: KDD 06; Nakashole et al: WebDB 10, WSDM 11]

narrow / nasty / noisy patterns:

POS-lifted n-gram itemsets as patterns:

confidence & support weights, using seeds and counter-seeds:

X and his famous advisor Y
X jointly developed the method with Y
X carried out his doctoral research in math under the supervision of Y

X { PRP ADJ advisor} Y
X { ADJ developed method} Y
X { carried out PRP doctoral research [IN NP] [DET] supervision [IN] } Y

seeds: (MosheVardi, CatrielBeeri), (JimGray, MikeHarrison)
counter-seeds:  (MosheVardi, RonFagin), (AlonHalevy, LarryPage)
 confidence of pattern p ~ (#p with seeds  #p with counter-seeds )
 support of pattern p ~ frequency of p

using noisy patterns
loses precision &
slows down reasoner !

using narrow &
dropping nasty patterns
loses recall !



PROSPERA Architecture

• Gathering: Enhanced Hearst patterns

– POS-enriched n-grams

– Pattern-fact duality

– Disambiguation of entities based on 
“means” and “type” in YAGO

• Analysis: Refined pattern weights

– Carefully chosen seeds and counter 
seeds (closed set of target relations)

– Thresholds for confidence & support

• Reasoning: Scalable (distributed) 
extraction & consistency reasoning

– MapReduce functions for extraction 
& gathering of statistics

– SOFIE-based, distributed MaxSat
solver + graph partitioning

– Experiments on large Web corpus 
w/500 Mio documents 

[Nakashole,Theobald,Weikum: WebDB 10; WSDM 11]



Trivially Parallel: Pattern Mining

• Frequent n-gram 
patterns

• Seed pattern 
occurrences & 
confidences



Harder to Parallelize: Consistency Reasoning

• Distributed reasoning is non-trivial!
• Constraints impose dependencies

• Facts and pattern candidates are 
vertices

• Literals in a grounded constraint form 
cliques

• Min-cut two-phase algorithm
• Randomized approximation

[Karypis et al. 98, Karger 96]

1: coarsen graph

2: partition the coarser graph

minimize the weight 

of the cut edges

 keep partitions balanced

occurs(“husband”, Victoria, David) 
Spouse(Victoria, David)
 expresses(“husband”, Spouse)



PROSPERA Results

ClueWeb-2009 corpus: ~500 Mio English Web documents

[Nakashole et al : WSDM 11]



Outline for Part III
• Domain-oriented IE vs. Open-domain IE

– What to extract: entities, classes, binary & higher-arity relations

• Entities, Classes & Subsumptions
– WordNet concepts, Wikipedia categories, entity disambiguation

• Pattern-based Knowledge Harvesting
– Wrapper induction, WebTables, statistical pattern mining

• Probabilistic Extraction Models 
– HMMs, MEMMs, CRFs

• Constraints & Reasoning 
– MLNs, CCMs, FactorIE, SOFIE/PROSPERA

• Open-domain IE
– ReadTheWeb, TextRunner, Omnivore, REVERB

• Advanced reasoning
– Temporal/spatial annotations of facts

✔

✔

✔

✔

✔



Open-Domain IE, History

• KnowItAll (Web), Kylin/Kog (Wikipedia-centric)
[Etzioni,Cafarella et al: WWW 04; Wu,Weld et al: CIKM 07, SIGMOD-Rec. 08, 
WWW 2008]

• TextRunner, Omnivore, REVERB
[Cafarella,Banko,Etzioni,Soderland et al: AAAI 06, NAACL-HLT 07, 

SIGMOD Rec. 07, IJCAI 07, CIDR 09, NAACL 10, EMNLP 11]

• ReadTheWeb, NELL 
[Carlson,Cohen,Mitchell et al: NAACL-HLT Ws. 09, AAAI 10, WSDM 10]



Open-domain IE, Methodology

• Information extraction from free text with limited or no 
assumptions about domain knowledge

• NLP techniques: POS, DP, SRL

• Unsupervised clustering or semi-supervised classifiers

• Bootstrapping loops: pattern/fact duality

• No or limited (periodic) human supervision

• Extract a large number of “beliefs” or “assertions”



ReadTheWeb
[Carlson,Mitchell et al: NAACL-HLT Ws. 09, WSDM 10, AAAI 10]

• Coupled Semi-Supervised Learning for Information 
Extraction 

• Ontological backbone
– Closed set of categories & typed relations

– Seeds/counter seeds

– Open set of predicate arguments

• Coupled learners 
– Coupled pattern/relation extractor

– Coupled SEAL

• NELL
– Constantly running over a large Web corpus since January 2010

(200 Mio pages Web crawl)

– Periodic human supervision

athletePlaysForTeam
(Athlete, SportsTeam)

athletePlaysForTeam
(Alex Rodriguez, Yankees)

athletePlaysForTeam
(Alexander_Ovechkin, 
Penguins)



ReadTheWeb
[Carlson,Mitchell et al: NAACL-HLT Ws. 09, WSDM 10, AAAI 10]

Meta-Boostrap Learner (MBL)

For i = 1,..,∞ do

• For each predicate p do

– For each extractor e do

Extract new candidates for p using e with 
recently promoted instances

– Filter candidates that violate mutual-exclusion 
or type constraints

– Promote candidates that were extracted by all 
extractors

• Coupled Semi-Supervised Learning for Information 
Extraction 

– Coupled output constraints
– For f1(x1) y1 and f2(x1) y2

– Restrict output y1 and y2

(e.g. f1(x)  f2(x) for functional
dependencies, mut.-ex.)

– Compositional constraints
– For f1(x1) y1 and f2(x1, x2) y2

– Restrict y1, y2 to valid pairs
(special case: type checking)

– Multi-view agreement
– Co-training classifiers

f1(x1) y and f2(x2)  y
– Constraints employed for experiments

– Mutual-exclusiveness predicates
– Type checking
– Label-agreement

Coupled Pattern Learner (CPL)

For i = 1,..,∞ do

– For each predicate p do

– Extract new candidates instances/contextual 
patterns of p using recently promoted instances

– Filter candidates that violate constraints

– Rank candidate instances/patterns

– Promote top candidates for next round



ReadTheWeb
[Carlson,Mitchell et al: WSDM 10]

Beliefs learned over a 200 million pages Web corpus after 10 iterations



NELL: Never-Ending Language Learning

• Constantly online since January 2010
– Many hundreds of iterations

• More Coupled Learners
– Coupled Pattern Learner

e.g., mayor of X, X plays for Y

– Coupled SEAL
Set expansion & wrapper induction algorithm

– Coupled Morphological Classifier
Regression model for morphological features of noun phrases

– First-order Rule Learner (based on FOIL)
e.g., athleteInLeague(X, NBA)  athletePlaysSport(X, basketbal)

• More mutual-exclusion constraints using seeds/counter 
seeds and “mutex-relations”

[Carlson,Mitchell et al: AAAI 10]



NELL: Never-Ending Language Learning
[Carlson,Mitchell et al: AAAI 10]

SEAL wrappers

Deduction rules

Morphological features 

& weights

Extraction patterns



NELL 
Example Output

Browse by concepts & 
relations

CityCapitalOfCountry

• 55 high-confidence 
instances

http://rtw.ml.cmu.edu/

http://rtw.ml.cmu.edu/rtw/
http://rtw.ml.cmu.edu/


NELL 
Example Output

Metadata
• Domain/range

• Extraction patterns

• Freebase Ids

• Negative examples

• Seed examples

• Mutex-relations

…

http://rtw.ml.cmu.edu/

http://rtw.ml.cmu.edu/rtw/
http://rtw.ml.cmu.edu/


TextRunner

Machine Reading
– Automatic, unsupervised understanding of text
– Open set of entities and relations ( assertions)

• Single-pass extractor
– POS tagging, extract triplets of NP x VP x NP

• Self-supervised classifier
– Trained on POS sequences from trustworthy sentences

• Synonym resolution
– Unsupervised clustering of nouns and verbal phrases

• Query interface
– Issue structured keyword over triplet patterns

• REVERB
– Syntactic & lexical constraints on verbs and nouns; open-source release

[Fader,Soderland,Eztioni: EMNLP 11]

– Deep NLP: semantic role labeling for Open-IE
[Christensen,Mausam,Soderland,Eztioni: NAACL 10]

[Cafarella,Banko,Etzioni,Soderland et al: AAAI 06, NAACL-HLT 07, SIGMOD Rec. 07, IJCAI 07]



TextRunner
Example Ouput

Triplets grouped by 

Arg1 X Pred X Arg2

• Entity names & 
predicates 
matched but not 
canonicalized

http://www.cs.washington.edu/
research/textrunner/reverbdemo.html

http://www.cs.washington.edu/research/textrunner/reverbdemo.html
http://www.cs.washington.edu/research/textrunner/reverbdemo.html
http://www.cs.washington.edu/research/textrunner/reverbdemo.html
http://www.cs.washington.edu/research/textrunner/reverbdemo.html
http://www.cs.washington.edu/research/textrunner/reverbdemo.html


TextRunner
Example Ouput

Can filter arguments

by FreeBase concepts

http://www.cs.washington.edu/
research/textrunner/reverbdemo.html

http://www.cs.washington.edu/research/textrunner/reverbdemo.html
http://www.cs.washington.edu/research/textrunner/reverbdemo.html
http://www.cs.washington.edu/research/textrunner/reverbdemo.html
http://www.cs.washington.edu/research/textrunner/reverbdemo.html
http://www.cs.washington.edu/research/textrunner/reverbdemo.html


Omnivore

Extract and query a comprehensive Web database

• Combines extractors from
– KnowItAll

– TextRunner

– WebTables

– Weak associations (unknown relations)

e.g., Mike_Cafarella <?> Alon_Halevy

• SQL query interface
– Individual sources unified into a relational schema for 

on-the-fly querying

[Cafarella: CIDR 07]



Outline for Part III
• Domain-oriented IE vs. Open-domain IE

– What to extract: entities, classes, binary & higher-arity relations

• Entities, Classes & Subsumptions
– WordNet concepts, Wikipedia categories, entity disambiguation

• Pattern-based Knowledge Harvesting
– Wrapper induction, WebTables, statistical pattern mining

• Probabilistic Extraction Models 
– HMMs, MEMMs, CRFs

• Constraints & Reasoning 
– MLNs, CCMs, FactorIE, SOFIE/PROSPERA

• Open-domain IE
– ReadTheWeb, TextRunner, Omnivore, REVERB

• Advanced reasoning
– Temporal/spatial annotations of facts

✔

✔

✔

✔

✔

✔



Higher-arity Relations – Space & Time

• YAGO2 Numbers

www.mpi-inf.mpg.de/yago-naga/

Just Wikipedia Incl. Gazetteer Data

#Relations 104 114

#Classes 364,740 364,740

#Entities 2,641,040 9,804,102

#Facts 601,984,236 2,231,699,989

- base relations 120,639,022 461,893,127

- types & classes 8,649,652 15,716,697

- space, time & proven. 472,695,562 1,754,090,165

Size (CSV format) 23.4 GB 121 GB

estimated precision > 95%
(for basic relations excl. space, time & provenance)

http://www.mpi-inf.mpg.de/yago-naga/
http://www.mpi-inf.mpg.de/yago-naga/
http://www.mpi-inf.mpg.de/yago-naga/
http://www.mpi-inf.mpg.de/yago-naga/
http://www.mpi-inf.mpg.de/yago-naga/


French Marriage Problem (Revisited)

Facts in KB:

New fact candidates:

married
(Hillary, Bill)

married
(Carla, Nicolas)

married
(Angelina, Brad)

married (Cecilia, Nicolas)
married (Carla, Benjamin)
married (Carla, Mick)
divorced (Madonna, Guy)
domPartner (Angelina, Brad)

1:

2:

3: 

validFrom (2, 2008)

validFrom (4, 1996)       validUntil (4, 2007)
validFrom (5, 2010)
validFrom (6, 2006)
validFrom (7, 2008)

4:     
5:
6:
7:
8:

JAN  FEB  MAR  APR  MAY  JUN  JUL  AUG  SEP  OCT  NOV  DEC



Challenge: Temporal Knowledge Harvesting
For all people in Wikipedia (100,000‘s) gather all spouses, 

incl. divorced & widowed, and corresponding time periods!
>95% accuracy, >95% coverage, in one night

Consistency constraints are potentially helpful:
• functional dependencies:  {husband, time}  {wife, time}
• inclusion dependencies:  marriedPerson  adultPerson
• age/time/gender restrictions:  birthdate +  <  marriage <  divorce



Difficult Dating        



(Even More Difficult)  Implicit Dating
explicit dates vs.

implicit dates relative to other

dates



(Even More Difficult)  Implicit Dating
vague dates

relative dates

narrative text

relative order



TARSQI: Extracting Time Annotations

Hong Kong is poised to hold the first election in more than half <TIMEX3 tid="t3"

TYPE="DURATION" VAL="P100Y">a century</TIMEX3> that includes a democracy
advocate seeking high office in territory controlled by the Chinese government in Beijing. A pro-
democracy politician, Alan Leong, announced <TIMEX3 tid="t4" TYPE="DATE"

VAL="20070131">Wednesday</TIMEX3> that he had obtained enough nominations to
appear on the ballot to become the territory’s next chief executive. But he acknowledged that
he had no chance of beating the Beijing-backed incumbent, Donald Tsang, who is seeking re-
election. Under electoral rules imposed by Chinese officials, only 796 people on the election
committee – the bulk of them with close ties to mainland China – will be allowed to vote in the
<TIMEX3 tid="t5" TYPE="DATE" VAL="20070325">March 25</TIMEX3>

election. It will be the first contested election for chief executive since Britain returned Hong
Kong to China in <TIMEX3 tid="t6" TYPE="DATE" VAL="1997">1997</TIMEX3>.
Mr. Tsang, an able administrator who took office during the early stages of a sharp economic
upturn in <TIMEX3 tid="t7" TYPE="DATE" VAL="2005">2005</TIMEX3>, is
popular with the general public. Polls consistently indicate that three-fifths of Hong Kong’s
people approve of the job he has been doing. It is of course a foregone conclusion – Donald
Tsang will be elected and will hold office for <TIMEX3 tid="t9" beginPoint="t0"

endPoint="t8“ TYPE="DURATION" VAL="P5Y">another five years

</TIMEX3>, said Mr. Leong, the former chairman of the Hong Kong Bar Association.

[Verhagen et al: ACL‘05+http://www.timeml.org/site/tarsqi/

extraction

errors!



13 Relations between Time Intervals

A Before B B After A

A Meets B B MetBy A

A Overlaps B B OverlappedBy A

A Starts B B StartedBy A

A During B B Contains A

A Finishes B B FinishedBy A

A Equal B

A B

A
B

A
B

A
B

A

B

A
B

A
B

[Allen, 1984; Allen & Hayes 1989]



0.08 0.12
0.16

Possible Worlds in Time

0.36

0.4
0.6

State Relation

‘03 ‘05 ‘07

1.0

playsFor(Beckham, Real)

Base 

Facts

Derived

Facts

Non-independent

Independent

[Wang,Yahya,Theobald: MUD Ws. 10]

0.20.20.1
0.4

‘05‘00 ‘02

0.9

‘07

playsFor(Ronaldo, Real)

State Relation

‘04

‘03 ‘04 ‘07‘05

playsFor(Beckham, Real, T1)

 playsFor(Ronaldo, Real, T2)

 overlaps(T1,T2)

teamMates(Beckham, 

Ronaldo) 


State Relation



0.08 0.12
0.16

Possible Worlds in Time

0.36

0.4
0.6

State Relation

‘03 ‘05 ‘07

1.0

playsFor(Beckham, Real)

Base 

Facts

Derived

Facts

Non-independent

Independent

0.20.20.1
0.4

‘05‘00 ‘02

0.9

‘07

playsFor(Ronaldo, Real)

State Relation

‘04

‘03 ‘04 ‘07‘05

playsFor(Beckham, Real, T1)

 playsFor(Ronaldo, Real, T2)

 overlaps(T1,T2)

teamMates(Beckham, 

Ronaldo) 


State Relation

• Closed and complete representation model (incl. lineage) 
 Stanford Trio project [Widom: CIDR’05, Benjelloun et al: VLDB’06+

• Interval computation remains linear in the number of bins

• Confidence computation per bin is #P-complete

• In general requires possible-worlds-based sampling 
techniques (Luby-Karp for DNF, MCMC-style sampling, etc.)

[Wang,Yahya,Theobald: MUD Ws. 10]



Outline for Part III
• Domain-oriented IE vs. Open-domain IE

– What to extract: entities, classes, binary & higher-arity relations

• Entities, Classes & Subsumptions
– WordNet concepts, Wikipedia categories, entity disambiguation

• Pattern-based Knowledge Harvesting
– Wrapper induction, WebTables, statistical pattern mining

• Probabilistic Extraction Models 
– HMMs, MEMMs, CRFs

• Constraints & Reasoning 
– MLNs, CCMs, FactorIE, SOFIE/PROSPERA

• Open-domain IE
– ReadTheWeb, TextRunner, Omnivore, REVERB

• Advanced reasoning
– Temporal/spatial annotations of facts

✔

✔

✔

✔

✔

✔

✔



Open Problems and Challenges in IE (I)

High precision & high recall at affordable cost

Scale, dynamics, life-cycle

Declarative, self-optimizing workflows

Types and constraints

robust, statistical pattern mining & analysis

incorporate pattern & reasoning steps into IE queries/programs

grow & maintain KB with near-human-quality over long periods

explore & understand different families of constraints

soft rules & hard constraints, rich DL, beyond CWA

parallel processing and distributed reasoning, lazy / lifted inference, …

Open-domain knowledge harvesting

turn names, phrases & table cells into entities & relations



Open Problems and Challenges in IE (II)

Temporal Querying (Revived)

Scalable Consistency Reasoning

Incomplete and Uncertain Temporal Scopes

Gathering Implicit and Relative Time Annotations

temporal query language (T-SPARQL?)
confidence weights & ranking

incorrect, incomplete, unknown begin/end dates
vague dating

biographies & news, relative orderings
aggregate & reconcile observations

extended MaxSat, probabilistic Datalog, graphical models, 
scale-up Markov Logic, etc. 
for resolving inconsistencies on uncertain facts & uncertain time
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Outline for Part IV

• Querying Knowledge Bases 

A short overview of SPARQL

Extensions to SPARQL

• Searching and Ranking Entities

• Searching and Ranking Facts

• Advanced Query Interfaces



SPARQL

• Query language for RDF from the W3C

• Main component:

– select-project-join combination of triple patterns

graph pattern queries on the knowledge base



SPARQL – Example

Example query:
Find all actors from Ontario (that are in the knowledge base)

vegetarian

Albert_Einstein

physicist

Jim_Carrey

actor

Ontario

Canada

Ulm

Germany

scientist

chemist

Otto_Hahn

Frankfurt

Mike_Myers

NewmarketScarborough

Europe

isA isA isA isA isA

bornIn bornIn bornIn bornIn

locatedInlocatedIn

locatedInlocatedInlocatedInlocatedIn

isAisA

isA



SPARQL – Example

Example query:
Find all actors from Ontario (that are in the knowledge base)

vegetarian

Jim_Carrey

actor

Ontario

Canada

Mike_Myers

NewmarketScarborough

isA isA

bornIn bornIn

locatedIn

locatedInlocatedIn

isA

actor

Ontario

?person

?loc

bornIn

locatedIn

isA

Find subgraphs of this form:

variables

constants

SELECT ?person WHERE ?person isA actor. ?person bornIn ?loc.

?loc locatedIn Ontario.



• Eliminate duplicates in results

• Return results in some order

with optional LIMIT n clause

• Optional matches and filters on bounded vars

• More operators: ASK, DESCRIBE, CONSTRUCT

SPARQL – More Features

SELECT DISTINCT ?c WHERE {?person isA actor. ?person bornIn ?loc.

?loc locatedIn ?c}

SELECT ?person WHERE {?person isA actor. ?person bornIn ?loc.

?loc locatedIn Ontario} ORDER BY DESC(?person)

SELECT ?person WHERE {?person isA actor.

OPTIONAL{?person bornIn ?loc}.

FILTER (!BOUND(?loc))}



SPARQL: Extensions from W3C

W3C SPARQL 1.1 draft:

• Aggregations (COUNT, AVG, …) and grouping

• Subqueries

• Negation: syntactic sugar for
OPTIONAL {?x … }

FILTER(!BOUND(?x))

• Expressions in SELECT clause:
SELECT (?a+?b) as ?sum

• Label constraints on paths:
?x foaf:knows/foaf:knows/foaf:name ?name

• More functions and operators



SPARQL: Extensions from Research (1)

More complex graph patterns:

• Transitive paths [Anyanwu  et al., WWW07]
SELECT ?p, ?c WHERE {

?p isA scientist . 

?p ??r ?c. ?c isA Country. ?c locatedIn Europe .  

PathFilter(cost(??r) < 5). 

PathFilter (containsAny(??r,?t ). ?t isA City. }

• Regular expressions [Kasneci et al., ICDE08]
SELECT ?p, ?c WHERE { 

?p isA ?s. ?s isA scientist. 

?p (bornIn | livesIn | citizenOf) locatedIn* Europe.}

Now mostly covered by the SPARQL 1.1 Query proposal
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SPARQL: Extensions from Research (2)

Queries over federated RDF sources:

• Determine distribution of triple patterns as part 
of query (for example in ARQ from Jena)

• Automatically route triple predicates to useful 
sources



213

SPARQL: Extensions from Research (2)

Queries over federated RDF sources:

• Determine distribution of triple patterns as part 
of query (for example in ARQ from Jena)

• Automatically route triple predicates to useful 
sources

Potentially requires mapping of 
identifiers from different sources

SPARQL 1.1 will support explicit
federation of sources



RDF+SPARQL: Systems

• BigOWLIM

• OpenLink Virtuoso

• Jena with different backends

• Sesame

• OntoBroker

• SW-Store, Hexastore, RDF-3X  (no reasoning)

System deployments with >1011 triples

( see http://esw.w3.org/LargeTripleStores)

More details on systems in our tutorial at the Reasoning Web
Summer School: „Database foundations for scalable RDF processing“



Outline for Part IV

• Querying Knowledge Bases 

• Searching and Ranking Entities
Entity Importance: Graph Analysis
Entity Search: Language Models

• Searching and Ranking Facts

• Advanced Query Interfaces

✔



Why ranking is essential

• Queries often have a huge number of results:

– scientists from Canada

– conferences in Toronto

– publications in databases

– actors from the U.S.

• Ranking as integral part of search

• Huge number of app-specific ranking methods:
paper/citation count, impact, salary, …

• Need for generic ranking



Extending Entities with Keywords

Remember: entities occur in facts in documents

Associate entities with terms in those documents,
keywords in URIs, literals, …
(context of entity) 

chancellor Germany 
scientist election 
Stuttgart21 Guido 
Westerwelle France 
Nicolas Sarkozy



Digression 1: Graph Authority Measures
Idea: incoming links are endorsements & increase node authority,

authority is higher if links come from high-authority nodes

Important instance: PageRank [Brin&Page, 1998]
• random walk of the Web graph: uniformly random choice of links, random jumps

• Authority of a page corresponds to stationary visiting probability
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Easy application to RDF data (with different weights for different relations):
ObjectRank (Balmin et al., 2004), EntityRank (Cheng et al., 2007), TripleRank (Franz et al., 2009)



Keyword-Based Entity Search: Principles

Combine several paradigms:

• Graph-based authority measure to determine 
important entities

• Keyword search on associated terms to 
determine candidate entities

• Ranking can combine entity importance with 
keyword-based score



Digression 2: Language Models (LMs)

qLM(1)

d1

d2

LM(2)

?

?

• each document di has LM: generative probability distribution of 

terms with parameter i

• query q viewed as sample from LM(1), LM(2), …

• estimate likelihood P[ q | LM(i) ] that q is sample of LM of 

document di (q is „generated by“ di)

• rank by descending likelihoods (best  „explanation“ of q) 

State-of-the-art model in text retrieval



Language Models for Text: Example

A A

C

A

D

E E E E

C C

B

A

E

B

model M

document d: sample of M
used for parameter estimation

P [                            | M]A A B C E E

estimate likelihood
of observing query

query



Language Models for Text: Smoothing

A A

C

A

D

E E E E

C C

B

A

E

B

model M

document d

P [                              | M]A B C E F

estimate likelihood
of observing query

query

+      background corpus
and/or smoothing

used for parameter estimation

C

A
D

A

B
E

F

+

Laplace smoothing
Jelinek-Mercer
Dirichlet smoothing
…



Entity Search with LM Ranking

LM (entity e) = prob. distr. of words seen in context of e

][)1(]|[),( qPeqPqes   
]q[P

]e|q[P
~

i

ii

query q: „French player who 
won world championship“

candidate entities:

e1: David Beckham

e2: Ruud van Nistelroy

e3: Ronaldinho

e4: Zinedine Zidane

e5: FC Barcelona

played for ManU, Real, LA Galaxy
David Beckham champions league
England lost match against France
married to spice girl …

weighted
by conf.

Zizou champions league 2002
Real Madrid won final ...
Zinedine Zidane best player
France world cup  1998 ... 

))e(|)q((KL~ LMLM

query: keywords  answer: entities

*Z. Nie et al.: WWW’07]



Outline for Part IV

• Querying Knowledge Bases 

• Searching and Ranking Entities

• Searching and Ranking Facts
General ranking issues
NAGA-style ranking
Language Models for facts

• Advanced Query Interfaces

✔

✔



What makes a fact „good“?
Confidence:
Prefer results that are likely correct

 accuracy of info extraction
 trust in sources

(authenticity, authority)

bornIn (Jim Gray, San Francisco) from
„Jim Gray was born in San Francisco“
(en.wikipedia.org)

livesIn (Michael Jackson, Tibet) from
„Fans believe Jacko hides in Tibet“
(www.michaeljacksonsightings.com)

Informativeness:
Prefer results with salient facts
Statistical estimation from:

 frequency in answer
 frequency on Web
 frequency in query log 

q: Einstein isa ?

Einstein isa scientist
Einstein isa vegetarian

q: ?x isa vegetarian
Einstein isa vegetarian
Whocares isa vegetarian

Conciseness:
Prefer results that are tightly connected

 size of answer graph
 cost of Steiner tree

Einstein won NobelPrize
Bohr won NobelPrize

Einstein isa vegetarian
Cruise isa vegetarian
Cruise born 1962     Bohr died 1962 

Diversity:
Prefer variety of facts

E won …   E discovered …    E played … 
E won …   E won …   E won …   E won … 



How can we implement this?
Confidence:
Prefer results that are likely correct

 accuracy of info extraction
 trust in sources

(authenticity, authority)

Informativeness:
Prefer results with salient facts
Statistical estimation from:

 frequency in answer
 frequency on Web
 frequency in query log 

Conciseness:
Prefer results that are tightly connected

 size of answer graph
 cost of Steiner tree

Diversity:
Prefer variety of facts

empirical accuracy of IE
PageRank-style estimate of trust
combine into:

max { accuracy (f,s) * trust(s) |
s  witnesses(f) }

Statistical Language Models

graph algorithms (BANKS, STAR, …) 
[J.X. Yu et al., S.Chakrabarti et al.,
B. Kimelfeld et al., A. Markovetz et al.,
B.C. Ooi et al., G.Kasneci et al., …+

PageRank-style entity/fact ranking
*V. Hristidis et al., S.Chakrabarti, …+

IR models: tf*idf … *K.Chang et al.,  …+
Statistical Language Models

or



LMs: From Entities to Facts
Document / Entity LM‘s

Triple LM‘s

LM for doc/entity: prob. distr. of words

LM for query: (prob. distr. of) words 

LM‘s: rich for docs/entities, super-sparse for queries 

richer query LM with query expansion, etc. 

LM for facts: (degen. prob. distr. of) triple 

LM for queries: (degen. prob. distr. of) triple pattern 

LM‘s: apples and oranges

• expand query variables by S,P,O values from DB/KB
• enhance with witness statistics

• query LM then is prob. distr. of triples ! 
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LMs for Triples and Triple Patterns

f1: Beckham p ManchesterU

f2: Beckham p RealMadrid

f3: Beckham p LAGalaxy

f4: Beckham p ACMilan

F5: Kaka p ACMilan

F6: Kaka p RealMadrid

f7: Zidane p ASCannes

f8: Zidane p Juventus

f9: Zidane p RealMadrid

f10: Tidjani p ASCannes

f11: Messi p FCBarcelona

f12: Henry p Arsenal

f13: Henry p FCBarcelona

f14: Ribery p BayernMunich

f15: Drogba p Chelsea

f16: Casillas p RealMadrid

triples (facts f):triple patterns (queries q):
q: Beckham p ?y

200

300

20

30

300

150

20

200

350

10

400

200

150

100

150

20

: 2600

q: Beckham p ManU
q: Beckham p Real
q: Beckham p Galaxy
q: Beckham p Milan 

200/550
300/550

20/550
30/550

witness statistics

q: Cruyff ?r FCBarcelona

Cruyff playedFor FCBarca        200/500 
Cruyff playedAgainst FCBarca   50/500
Cruyff coached FCBarca 250/500

q: ?x p ASCannes

Zidane p ASCannes 20/30
Tidjani p ASCannes 10/30

LM(q)  + smoothing

q: ?x p ?y

Messi p FCBarcelona 400/2600
Zidane p RealMadrid 350/2600
Kaka p ACMilan 300/2600
…

LM(q): {t  P [t | t matches q] ~ #witnesses(t)}
LM(answer f): {t  P [t | t matches f] ~ 1 for f}
smooth all LM‘s
rank results by ascending KL(LM(q)|LM(f))



Harvesting Knowledge from Web Data

LMs for Composite Queries
q:  Select ?x,?c Where {?x bornIn France .  ?x playsFor ?c  .  ?c in UK  . }

f1: Beckham p ManU   200

f7: Zidane p ASCannes   20

f8: Zidane p Juventus    200

f9: Zidane p RealMadrid 300

f10: Tidjani p ASCannes 10

f12: Henry p Arsenal       200

f13: Henry p FCBarca   150

f14: Ribery p Bayern   100

f15: Drogba p Chelsea    150

f31: ManU in UK 200

f32: Arsenal in UK  160

f33: Chelsea in UK 140

f21: Zidane bI F 200

f22: Tidjani bI F       20

f23: Henry bI F      200

f24: Ribery bI F     200

f25: Drogba bI F     30

f26: Drogba bI IC 100

F27: Zidane bI ALG 50

queries q with subqueries q1 … qn

results are n-tuples of triples t1 … tn

LM(q): P[q1…qn] = i P[qi]

LM(answer): P[t1…tn] = i P[ti]

KL(LM(q)|LM(answer)) = i KL(LM(qi)|LM(ti))

P [ Henry bI F,
Henry p Arsenal,
Arsenal in UK ] 

500

160

2600

200

650

200
~ 

P [ Drogba bI F,
Drogba p Chelsea,
Chelsea in UK ] 

500

140

2600

150

650

30
~ 



Extensions: Keywords

• Consider witnesses/sources
(provenance meta-facts)

• Allow text predicates with 
each triple pattern (à la XQ-FT)

Problem: not everything is triplified

European composers who have won the Oscar,
whose music appeared in dramatic western scenes,
and who also wrote classical pieces ?

Select ?p Where {
?p instanceOf Composer . 
?p bornIn ?t . ?t inCountry ?c . ?c locatedIn Europe . 
?p hasWon ?a .?a Name AcademyAward . 
?p contributedTo ?movie [western, gunfight, duel, sunset] .
?p composed ?music [classical, orchestra, cantata, opera] . }

Semantics: 
triples match struct. pred.
witnesses match text pred.



Select ?r, ?a Where {
?r instOf researcher *“computer science“+ . 
?a workedOn ?x *“Manhattan project“] .
?r hasAdvisor ?a . }

Select ?r, ?a Where {
?r ?p1 ?o1 *“computer science“+ . 
?a ?p2 ?o2 *“Manhattan project“] .
?r ?p3 ?a . }

Extensions: Keywords

• Consider witnesses/sources
(provenance meta-facts)

• Allow text predicates with 
each triple pattern (à la XQ-FT)

Problem: not everything is triplified

Grouping of
keywords or phrases
boosts expressiveness

French politicians married to Italian singers?

Select ?p1, ?p2 Where {
?p1 instanceOf ?c1 [France, politics] . 
?p2 instanceOf ?c2 [Italy, singer] .
?p1 marriedTo ?p2 . }

CS researchers whose advisors worked on the Manhattan project?



LMs for Keyword-Augmented Queries
q:  Select ?x, ?c Where { 

France ml ?x  [goalgetter, “top scorer“] .  
?x p ?c  .  
?c in UK [champion, “cup winner“, double] . }

subqueries qi with keywords w1 … wm

results are still n-tuples of triples ti

LM(qi): P[triple ti | w1 … wm] = k  P[ti | wk] + (1) P[ti]

LM(answer fi) analogous

KL(LM(q)|LM(answer fi)) = i KL (LM(qi) | LM(fi))

result ranking prefers (n-tuples of) triples
whose witnesses score high on the subquery keywords 
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Extensions: Query Relaxation

f1: Beckham p ManU         200

f7: Zidane p ASCannes   20

f9: Zidane p Real               300

f10: Tidjani p ASCannes 10

f12: Henry p Arsenal       200

f15: Drogba p Chelsea    150

f31: ManU in UK 200

f32: Arsenal in UK  160

f33: Chelsea in UK 140

f21: Zidane bI F     200

f22: Tidjani bI F       20

F23: Henry bI F      200

F24: Ribery bI F     200

F26: Drogba bI IC  100

F27 Zidane bI ALG 50

[ Zidane bI F,
Zidane p Real,
Real in ESP ] [ Drogba bI IC,
Drogba p Chelsea,
Chelsea in UK] [ Drogba resOf F,

Drogba p Chelsea,
Chelsea in UK] [ Drogba bI IC,

Drogba p Chelsea,
Chelsea in UK] 

q(2):   … Where ,?x bornIn ?x . ?x p ?c . ?c in UK  . }q(4):   … Where ,?x bornIn IC. ?x p ?c . ?c in UK  . }

LM(q*) =  LM(q) + 1 LM(q(1)) + 2 LM(q(2)) + … 

replace e in q by e(i) in q(i):
precompute P:=LM (e ?p ?o) 

and Q:=LM (e(i) ?p ?o)
set i ~ 1/2 (KL (P|Q) + KL (Q|P))  

replace r in q by r(i) in q(i)  LM (?s r(i) ?o)
replace e in q by ?x in q(i)  LM (?x r ?o)
… LM‘s of e, r, ...

are prob. distr.‘s 
of triples !



Extensions: Diversification

q: Select ?p, ?c Where { ?p isa SoccerPlayer . ?p playedFor ?c . }

1 Beckham, ManchesterU

2 Beckham, RealMadrid

3 Beckham, LAGalaxy

4 Beckham, ACMilan

5 Zidane, RealMadrid

6 Kaka, RealMadrid

7 Cristiano Ronaldo, RealMadrid

8 Raul, RealMadrid

9  van Nistelrooy, RealMadrid

10 Casillas, RealMadrid

1 Beckham, ManchesterU

2 Beckham, RealMadrid

3 Zidane, RealMadrid

4 Kaka, ACMilan

5 Cristiano Ronaldo, ManchesterU

6 Messi, FCBarcelona

7 Henry, Arsenal

8 Ribery, BayernMunich

9 Drogba, Chelsea

10 Luis Figo, Sporting Lissabon

 

rank results f1 ... fk by ascending 

 KL(LM(q) | LM(fi))  (1) KL( LM(fi) | LM({f1..fk}\{fi}))
implemented by greedy re-ranking of fi‘s in candidate pool 



Outline for Part IV

• Querying Knowledge Bases 

• Searching and Ranking Entities

• Searching and Ranking Facts

• Advanced Query Interfaces
Natural Language Queries
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✔



What we have seen so far

Two main paradigms for querying:

• Keywords for entity search:
very easy to use, but not very powerful

• Structured languages (SPARQL):
usable by experts only, but very powerful

Need for more powerful paradigms
below the complexity of SPARQL



Other Query Interfaces

• Domain-specific form-based interfaces

• Natural language queries, QA

• Incremental Query construction

• Faceted Browsing

• Active Learning

• Visual SPARQL Query Builders
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Natural Language Queries

Paradigm:

Allow queries in plain English

• Map (groups of) keywords to triple patterns, based on existing triples: [NLP-
Reduce, PowerAqua]
“Find a restaurant that is in Barcelona”
 ?r isIn Barcelona. ?r isA restaurant

• Extract query skeleton from syntax tree, heuristic match to known patterns: 
[Querix]
“What is a restaurant in Barcelona”
 Q-V-N-P-N

• Ambiguities resolved by user interaction or by automated methods

• Controlled language: Present possible continuation of query based on grammar 
[Ginseng]
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Example: PowerAqua (Open University, UK)
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Example: Querix (Uni Zurich)

http://www.ifi.uzh.ch/ddis/research/talking-to-the-semantic-web/querix/
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Natural Language Queries

Pros:

• Intuitive to use

• No schema knowledge necessary

Cons:

• Often domain-specific

• Finding good query formulation often hard

• Result quality often poor



Faceted Search

Paradigm:

• Incremental refinement of entity-level query

• Facets: common properties of many results of 
(current) query with potential to reduce 
number of results
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Faceted Search: http://dpbedia.neofonie.de/

Initial selection of entity type
(candidates sorted by frequency)
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Faceted Search: http://dpbedia.neofonie.de/

Possible refinements („facets“):
propert-value pairs

Current SPARQL query:
SELECT ?x WHERE
{?x isA Person.}

Best results for
current query

current query
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Faceted Search: http://dpbedia.neofonie.de/

Current SPARQL query:
SELECT ?x WHERE
{?x isA Person.}

Best results for
current query

current query
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Faceted Search: http://dpbedia.neofonie.de/

current query

Current SPARQL query:
SELECT ?x WHERE
{?x isA Person. ?x isA Scientist.}
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Faceted Search: http://dpbedia.neofonie.de/

current query

Current SPARQL query:
SELECT ?x WHERE
{?x isA Person. ?x isA Scientist.
hasNationality German.}Textual facet values with

completion
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Faceted Search: http://dpbedia.neofonie.de/

current query

Current SPARQL query:
SELECT ?x WHERE
{?x isA Person. ?x isA Scientist.
hasNationality German.}
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Faceted Search: http://dpbedia.neofonie.de/

Current SPARQL query:
SELECT ?x WHERE
{?x isA Person. ?x isA Scientist.
hasNationality German. bornIn Kiel.}
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Faceted Search

Pros:

• Intuitive to use

• No schema knowledge necessary

• Quickly leads to results

Cons:

• Only few facets visible at each step

• Required facets sometimes not shown

• Limited to properties of entities, cannot create 
queries with more than one variable
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AutoSPARQL: Learning Queries from Examples

• Goal: Generate SPARQL query from few positive and 
negative examples for results

• Build query tree from data graph around each example, 
find minimal subsuming subquery:

[Lehmann & Bühmann, ESWC2011]

Keyword

search

Select positive

example

Build/refine

SPARQL query

Show

results

New positive or 

negative example

http://autosparql.dl-learner.org/

results
ok

results  not ok

Max_Planck

Kiel

Germany

Nobel_Prize

Albert_Einstein

Ulm

Germany

Nobel_Prize

?x

Nobel_Prize

?x ?x Marie_Curie  

Warsaw

Poland

Nobel_Prize ?y 

Germany
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Active Learning from Examples

Pros:

• Very easy to use, query refinement „on the fly“

• No schema knowledge necessary

• Quickly leads to results

Cons:

• Can require many steps until good query is found

• Limited to entity-centric queries
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Visual Query Formulation

Paradigm:
Incremental construction of query by adding 
and refining constraints in a graphical interface

Example Systems:
• iSPARQL, http://dbpedia.org/isparql/
• Nitelight [Russell and Smart, ISWC 2008]
• Konduit [Möller et al., ISWC 2008]
• DSpace [Koutsomitropoulos et al., ESWC 2011]

Common features:
point&click, easy access to relations and 
schema (lists, auto-completion)
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iSPARQL, http://dbpedia.org/isparql/ 



iSPARQL, http://dbpedia.org/isparql/ 
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Visual Query Formulation

Pros:

• Full expressiveness of SPARQL

• Schema knowledge provided by the system

• Leads to very precise queries

Cons:

• Not useful for non-expert users
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Which interface is best (for casual users)?

Comparative study 1: [Tran et al., ESWC 2010]
• Not much difference for entity queries

• Faceted Search not very useful when searching for an 
attribute of an entity

• Users liked Active Learning most

Comparative study 2: [Kaufmann and 
Bernstein, ISWC 2007]

• Full natural language questions most popular

• Visual Query Builder: fewest steps, longest time, highest 
failure rate
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Open Problems and Challenges – Part IV

• Unified ranking for queries with keywords
and structure

• User Interfaces for non-experts

• Support to formulate structured queries

• General-purpose NLP systems

• Output of complex results beyond entities
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• URIs & Dereferenceable URIs
• Shared Vocabularies
• Linked Data
• The Semantic Web and the Web



There’s not only DBpedia & YAGO

DBpedia

YAGO



There’s a whole Web of Ontologies

DBpedia

YAGO

1935

King 
Creole



URIs
Goal: Identify entities uniquely, worldwide
The same entity can have multiple identifiers, 
but the same identifier shall always mean the same entity.

Elvis

Elvis

Elvis Presley

[W3C, URI, 2004]



URL-like URIs
A Uniform Resource Identifier (URI) is a string of characters 
used to identify a name or a resource on the Internet

http://imitators.org/Elvis/FG17

http://elvis.org/me

http://onto.com/people/singers/EP

URIs can be like URLs

http://imitators.org/Elvis/FG17
http://elvis.org/me
http://onto.com/people/singers/EP


URL-like URIs

http://elvis.org/me Identifies the person, 
not Internet-accessible

http://elvis.org/index.html Identifies a file,
Internet-accessible

Age

76

5

http://elvis.org/me
http://elvis.org/index.html


URL-like URIs

http://imitators.org/Elvis/FG17

World-wide unique
mapping to domain 
owner

in the responsibility
of the domain owner

 There should be no 
URI with two meanings

 People can invent all kinds of URIs
• a company can create URIs to identify its products
• an organization can assign sub-domains 

and each sub-domain can define URIs
• individual people can create URIs from their homepage
• people can create URIs from any URL for which they have

exclusive rights to create URIs

http://imitators.org/Elvis/FG17


Triples with URIs

http://elvis.org/himself http://inria.fr/rdf/dta#won http://g-a.com/prize

Elvis Presley

won

Grammy Award

Every entity name and relation name is expressed by a URI:

=> Facts become triples of URIs

http://elvis.org/himself
http://inria.fr/rdf/won
http://g-a.com/prize
http://g-a.com/prize
http://g-a.com/prize


Namespace Prefixes

A namespace prefix is an abbreviation for the prefix of a URI.

elvis:himself inria:won grammy:prize

@prefix  elvis:  http://elvis.org/
@prefix  inria:  http://inria.fr/rdf/dta#
@prefix  grammy:  http://g-a.com/

A URI abbreviated this way is called a qname.

http://elvis.org/himself http://inria.fr/rdf/dta#won http://g-a.com/prize

http://elvis.org/
http://inria.fr/rdf/dta
http://g-a.com/
http://g-a.com/
http://g-a.com/
http://elvis.org/himself
http://inria.fr/rdf/won
http://g-a.com/prize
http://g-a.com/prize
http://g-a.com/prize


Storing data

RDF data is usually stored on a server 

g:Grammy Award

g:Prize

rdf:type

g:NatAcademy

g:presents

Namespace
g = http://g-a.com

@prefix  g: http://g-a.com
@prefix rdf:   http://www.w3.org/... 

g:GrammyAward     
rdf:type g:Award

g:NatAcademy    
g:presents g:GrammyAward

The server at 
http://g-a.com

stores:

Try this

http://g-a.com
http://g-a.com
http://g-a.com
http://g-a.com/
http://g-a.com/
http://g-a.com/
http://www.w3.org/
http://g-a.com/
http://g-a.com/
http://g-a.com/
http://uniat5401.ag5.mpi-sb.mpg.de:8180/webyago/html/graphViewer.html?entity=Elvis_Presley&n=5


Cool URIs

A URI is not necessarily dereferenceable
(i.e., it cannot be accessed online)

http://g-a.com/GrammyAward

... but it can be dereferenceable. This means that if I access 
the URL, the server responds with an RDF snippet:

@prefix g:     http://g-a.com
@prefix rdf:   http://www.w3.org/1999/02/22-rdf-syntax-ns#

g:GrammyAward             rdf:type g:Award
http://elvis.com/elvis g:won        g:GrammyAward

 URIs can be “clicked” (followed)

=> NOT FOUND

Try this out:    rdf:type =  http://www.w3.org/1999/02/22-rdf-syntax-ns#type

[W3C, Cool URIs, 2008]

http://g-a.com/
http://g-a.com/
http://g-a.com/
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://elvis.com/elvis
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns


Cool URIs

@prefix g:     http://g-a.com
@prefix rdf:   http://www.w3.org/1999/02/22-rdf-syntax-ns#

g:GrammyAward             rdf:type g:Award
http://elvis.com/elvis g:won        g:GrammyAward

@prefix e:     http://elvis.com
@prefix rdf:   http://www.w3.org/1999/02/22-rdf-syntax-ns#

e:elvis             rdf:type e:singer
e:elvis             e:born       1935

Server at http://g-a.com

Server at http://elvis.com

 The RDF graph becomes traversable 

http://g-a.com/
http://g-a.com/
http://g-a.com/
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://elvis.com/elvis
http://elvis.com/
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://g-a.com/
http://g-a.com/
http://g-a.com/
http://elvis.com/


We’re all one Graph

If two RDF graphs share one node, they are actually 1 graph.

g:Grammy Award 1935

e:singer

born

g:Prize

e:won

rdf:type

Namespace
e = http://example.org

Namespace
g = http://g-a.com

A machine can follow the links and retrieve more information in 
the neighboring ontology.

http://example.org
http://g-a.com
http://g-a.com
http://g-a.com
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Standard Vocabulary

Standard vocabulary provided by the W3C:
• type, 
• subclassOf, 
• Property, 
• Class
• label
• ….

rdf:       The basic RDF vocabulary
http://www.w3.org/1999/02/22-rdf-syntax-ns#

rdfs:     RDF Schema vocabulary
http://www.w3.org/1999/02/22-rdf-syntax-ns#

A number of standard vocabularies have evolved

http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns
http://www.w3.org/1999/02/22-rdf-syntax-ns


Dublin Core

dc:      Dublin Core (predicates for describing documents)
http://purl.org/dc/elements/1.1/

http://elvis.org/bio.html
“A biography of Elvis”

dc:Title:Fabian
dc:Creator

“This is the entire life of...”

dc:Description
“Text”

http://purl.org/dc/elements/1.1/
http://elvis.org/bio.html


Creative Commons

cc:      Creative Commons (types of licences)
http://creativecommons.org/ns#

cc:BYcc:license

http://fabian.org

cc:AttributionUrl

cc:Reproduction“Fabian” cc:Work

cc:permits

Creative Commons defines very popular licenses, notably
• CC-BY: Free for reuse, just give credit to the author
• CC-BY-NC: Free for reuse, give credit, non-commercial use only
• CC-BY-ND: Free for reuse, give credit, do not create derivative works

rdf:type

Try this

http://creativecommons.org/ns
http://fabian.org
http://www.google.com/images?as_q=Elvis+Presley&hl=en&biw=1251&bih=670&gbv=2&btnG=Google+Search&as_epq=&as_oq=&as_eq=&as_sitesearch=&safe=images&as_st=y&tbs=isch:1,iur:f


Schema.org
schema:   Defined by Microsoft + Google + Yahoo

for „everything on the Web“,  http://schema.org

http://schema.org/
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Linked Data Problem

1935

guitar

born

DBpedia
(http://dbpedia.org/ )

rdf:type

Elvisopedia
(http://elvisopedia.org/ )

singer
plays

Many ontologies talk about the same entity with different URIs.

This is bad, because we cannot join the information.

http://dbpedia.org/
http://elvisopedia.org/


Linked Data Solution

1935

guitar

born

DBpedia
(http://dbpedia.org/ )

rdf:type

Elvisopedia
(http://elvisopedia.org/ )

singer
plays

OWL provides vocabulary to link equivalent entities

http://elvisopedia.org/Elvis owl:sameAs http://dpbedia.org/Elvis

http://dbpedia.org/
http://elvisopedia.org/
http://elvisopedia.org/Elvis
http://dpbedia.org/Elvis


The Linking Data Project
The Linking Open Data Project aims to interlink all open RDF data 
sources into one gigantic RDF graph (link).

[Bizer, JSWIS 2009]

http://esw.w3.org/SweoIG/TaskForces/CommunityProjects/LinkingOpenData


The Linked Data Cloud

Currently (2011) 
• 200 ontologies
• 25 billion triples
• 400m links http://richard.cyganiak.de/2007/10/lod/imagemap.html

http://richard.cyganiak.de/2007/10/lod/imagemap.html


Existing Ontologies

The existing ontologies in the Linked Data Cloud include 
( http://www4.wiwiss.fu-berlin.de/lodcloud/ )
• US census data
• BBC music database
• Gene ontologies
• DBpedia general knowledge, + YAGO, + Cyc etc.
• UK government data
• geographical data in abundance
• national library catalogs (USA, Germany etc.)
• publications (DBLP)
• commercial products
• all Pokemons
• ...and many more

http://www4.wiwiss.fu-berlin.de/lodcloud/
http://www4.wiwiss.fu-berlin.de/lodcloud/
http://www4.wiwiss.fu-berlin.de/lodcloud/
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And the rest of the Web?

?



Microdata

Microdata is a W3C standard to annotate HTML 5 pages with RDF data.

<div>

Martin Thunderbird<br>
Researcher in Rock’N’Roll Music of 1935-1977<br>
3764 Presley Boulevard<br>
Memphis, Tennessee

</div>



Creating an Entity

<div itemscope itemtype=“http://schema.org/Person”>

Martin Thunderbird<br>
Researcher in Rock’N’Roll Music of 1935-1977<br>
3764 Presley Boulevard<br>
Memphis, Tennessee

</div>

Makes the red box 
an entity

The type of this entity 
is “Person”

Person

rdf:type



Naming an Entity

http://martin...

rdf:type

Person

<div itemscope itemtype=http://schema.org/Person
itemid= http://martin.thunderbird.org/me >

Martin Thunderbird<br>
Researcher in Rock’N’Roll Music of 1935-1977<br>
3764 Presley Boulevard<br>
Memphis, Tennessee

</div>

Specifies the URI of the entity. This means we can talk about any 
entity in the Web of Linked Data!

http://schema.org/Person
http://martin.thunderbird.org/me


Item Properties

“Martin Thunderbird”
name

<div itemscope itemtype=http://schema.org/Person
itemid= http://martin.thunderbird.org/me >

<span itemprop=“name”>Martin Thunderbird</span><br>
Researcher in Rock’N’Roll Music of 1935-1977<br>
3764 Presley Boulevard<br>
Memphis, Tennessee

</div>

Statements are constructed 
with “itemprop=“

Text becomes a string 
node in RDF

http://martin...

rdf:type

Person

http://schema.org/Person
http://martin.thunderbird.org/me


Item Properties with URIs

http://bob-miller.org/me
friend

<div itemscope itemtype=http://schema.org/Person
itemid= http://martin.thunderbird.org/me >

My only friend is
<a itemprop=“friend” href= http://bob-miller.org/me >

Bob Miller</a>
</div>

Links given by “itemprop” + “href” 
become a URI node in RDF

http://martin...

rdf:type

Person

http://bob-miller.org/me
http://bob-miller.org/me
http://bob-miller.org/me
http://schema.org/Person
http://martin.thunderbird.org/me
http://bob-miller.org/me
http://bob-miller.org/me
http://bob-miller.org/me


<div itemscope itemtype=http://schema.org/Person
itemid= http://martin.thunderbird.org/me >

<span itemprop=“address” itemscope itemtype=http://.../Address>

</span>
</div>

Inner Nodes

address

Address

rdf:type

“itemprop” creates a link between 
the outer node and the inner 
node.

itemscope + itemtype
creates a new node

http://martin...

rdf:type

Person

http://schema.org/Person
http://martin.thunderbird.org/me
http://address/


Inner Nodes

“Memphis”

locality

<div itemscope itemtype=http://schema.org/Person
itemref= http://martin.thunderbird.org/me >

<span itemprop=“address” itemscope itemtype=http://.../Address>
<span itemprop=“locality”>Memphis</span>

</span>
</div>

address

Address

rdf:type

http://martin...

rdf:type

Person

http://schema.org/Person
http://martin.thunderbird.org/me
http://address/


Microdata Summary

Microdata is a W3C standard to annotate HTML 5 pages with RDF data.

• Grass root appeal
(everybody can start annotating pages)

• No data duplication
(all data in one file)

• Publisher independence 
(everybody can use his own attributes)

Advantages:

[W3C Microdata 2011]



RDF data following the Open Graph Protocol is often embedded in 
HTML pages, thus allowing the Facebook LIKE button to work.

Facebook & Annotated HTML

ogp:      Open Graph Protocol
http://ogp.org/ns#

Beautiful 
mind IMDb

ogp:siteName

ogp:Movie

Facebook has developed its own namespace:

ogp:type

www.imdb.com/title/tt0268978/
<html>

…
<meta itemprop=‘type’ content='movie' />
<meta itemprop ='app_id' content=‘123' />
…

</html>

http://creativecommons.org/ns
http://www.imdb.com/title/tt0268978/


Search Engines & Annotated HTML

Google, Microsoft and Yahoo have agreed (!) on a common schema 
(http://schema.org ).

It allows annotating HTML pages with meta-information that will show 
up in “rich snippets”.

Try it out

Schema.org is for the description of people, places, 
institutions, movies, documents, etc…

http://schema.org/
http://www.cnet.com.au/sony-cyber-shot-dsc-tx10-339308239.htm


Outline for Part V

✔• URIs & Dereferenceable URIs
• Shared Vocabularies
• Linked Data
• The Semantic Web and the Web

✔

✔

✔
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Summary

In this tutorial, we have explained:
• how a knowledge base is organized
• which knowledge bases are publicly available
• how we can automatically construct knowledge bases
• how we can query a knowledge base and rank the results
• how we can deal with inter-linked knowledge bases

We discussed:
• fundamental models & methods
• state-of-the-art techniques
• open problems & research challenges



Spectrum of Machine Knowledge (1)

factual: 
bornIn (GretaGarbo, Stockholm), hasWon (GretaGarbo, AcademyAward),

playedRole (GretaGarbo, MataHari), livedIn (GretaGarbo, Klosters)

taxonomic (ontology): 
instanceOf (GretaGarbo, actress), subclassOf (actress, artist)

lexical (terminology): 
means (“Big Apple“, NewYorkCity), means (“Apple“, AppleComputerCorp)

means (“MS“, Microsoft) , means (“MS“, MultipleSclerosis) 

multi-lingual: 
meansInChinese („乔戈里峰“, K2), meansInUrdu („ “, K2)

meansInFrench („école“, school (institution)), 

meansInFrench („banc“, school (of fish))
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Multilingual Lexical Knowledge

http://www.mpi-inf.mpg.de/yago-naga/uwn/

WordNet in ca. 50 languages, only English is big
several 1000 languages spoken/written in this world

• UWN (de Melo: CIKM‘09): 800 000 words, 200 languages, 120 000 senses
• PanDictionary (Mausam: AAAI‘10): 10 Mio. words, 1000 languages, 80 000 senses
• WikiNet (Nastase: LREC‘10): 3 Mio. concepts, 100 languages

http://www.mpi-inf.mpg.de/yago-naga/uwn/
http://www.mpi-inf.mpg.de/yago-naga/uwn/
http://www.mpi-inf.mpg.de/yago-naga/uwn/
http://www.mpi-inf.mpg.de/yago-naga/uwn/
http://www.mpi-inf.mpg.de/yago-naga/uwn/


Knowledge from Many Languages

• Integrate entities across Wikipedia editions
• Derive taxonomic and factual knowledge

once cleaned, multilingual links and categories yield
additional instanceOf and subclassOf facts (de Melo: CIKM‘10)

Identify good edges:
min cost for dropping
equivalence evidence +
distinctness evidence
 ILP, LP relexation,

random walks, etc.



Spectrum of Machine Knowledge (2)

ephemeral (dynamic services): 
wsdl:getSongs (musician ?x, song ?y), wsdl:getWeather (city?x, temp ?y)

common-sense (properties): 
hasAbility (Fish, swim), hasAbility (Human, write), 

hasShape (Apple, round), hasProperty (Apple, juicy),

hasMaxHeight (Human, 2.5 m)

common-sense (rules): 
 x: human(x)  male(x)  female(x)  

 x: (male(x)   female(x))  (female(x) )   male(x)) 

 x: animal(x)  (hasLegs(x)  isEven(numberOfLegs(x))

temporal (fluents): 
hasWon (GretaGarbo, AcademyAward)@1955

marriedTo (AlbertEinstein, MilevaMaric)@[6-Jan-1903, 14-Feb-1919]



Spectrum of Machine Knowledge (3)

free-form (open IE): 
hasWon (NataliePortman, AcademyAward)

occurs („Natalie Portman“, „celebrated for“, „Oscar Award“)

occurs („Jeff Bridges“, „nominated for“, „Oscar“)

multimodal (photos, videos): 
StuartRussell

JamesBruceFalls

social (opinions): 
admires (maleTeen, LadyGaga), supports (AngelaMerkel, HelpForGreece)

epistemic ((un-)trusted beliefs): 
believe(Ptolemy,hasCenter(world,earth)), believe(Copernicus,hasCenter(world,sun))

believe (peopleFromTexas, bornIn(BarackObama,Kenya))

       ?



ImageNet: Visual WordNet
[J. Deng et al.: CVPR 2009]http://www.image-net.org/

http://www.image-net.org/
http://www.image-net.org/
http://www.image-net.org/


ImageNet: Visual WordNet
[J. Deng et al.: CVPR 2009]http://www.image-net.org/

http://www.image-net.org/
http://www.image-net.org/
http://www.image-net.org/


Photos of Entities in the Long Tail

q: Notre Dame 
des Cyclistes

q: Jim Gray

[B. Taneva et al.: WSDM’10]

q: Natassa Ailamaki q: Barcelona
cathedral

• tackle ambiguity & rarity

• aim for precision, recall, diversity 

 exploit knowledge on entity

http://www.carte-france.info/photos/images/maxi/notredame-des-cyclistes-2.jpg
http://www.carte-france.info/photos/images/maxi/notredame-des-cyclistes.jpg


David 
Patterson

David 
Patterson
Berkeley

David 
Patterson
RISC

David 
Patterson
ACM

combined
method

• exploit KB:
worksFor (DavidPatterson, Berkeley)

invented (DavidPatterson, RISC)

presidentOf (DavidPatterson, ACM)

wonAward (DavidPatterson, …)

• generate expanded queries

• combine results by voting

http://www.nytimes.com/


KB Building: Achievements & Challenges
Entities & Classes

Relationships

Temporal Knowledge

widely open (fertile) research ground:

• uncertain / incomplete temporal scopes of facts

• joint reasoning on ER facts and time scopes

good progress, but many challenges left:

• recall & precision by patterns & reasoning

• efficiency & scalability

• soft rules, hard constraints, richer logics, …

• open-domain discovery of new relation types

strong success story, some problems left:

• large taxonomies of classes with individual entities

• long tail calls for new methods

• entity disambiguation remains grand challenge



KB Applications: Achievements & Challenges
Search & QA

Ranking & Recommendation 

Broad Application Areas
Web 2.0, mobile, multimodal, digital humanities, health, biology, …

progress on statistical ranking; problems remaining:

• ranking for relational queries and QA results

• consideration of diversity, trust, provenance

• aggregation of uncertain statements

good progress on entity awareness; next challenges:

• coping with entities in the long tail 

• querying relational facts for knowledge-intensive QA

• compelling UI for QA input/output (speech, visual, …)

• composable services (e.g. API for Sparql+text+time+…)

Contextualization, Disambiguation & Linkage 

key to all of this, remains challenging



Grand Challenge: Web-Scale KB Construction

ontological rigor

human seeding

Names & Patterns Entities & Relations

Open-

Domain &

Unsuper-

vised

Domain-

Specific

Model

w/ Seeds

 < „N. Portman“, 
„honored with“,
„Academy Award“>,

< „Jeff Bridges“,  
„expected to win“,  
„Oscar“ >

< „Bridges“,
„nominated for“,
„Academy Award“>

wonAward: Person  Prize
type (Meryl_Streep, Actor)
wonAward (Meryl_Streep,

Academy_Award)

wonAward (Natalie_Portman,

Academy_Award)
wonAward (Ethan_Coen,

Palme_d‘Or)



Grand Challenge: Web-Scale KB Construction

ontological rigor

human seeding

Names & Patterns Entities & Relations

Open-

Domain &

Unsuper-

vised

Domain-

Specific

Model

w/ Seeds

TextRunner

ReadTheWeb

Probase

Freebase

YAGODBpedia

Sofie /

Prospera

StatSnowball /

EntityCube

?

-----

WebTables /

FusionTables

 aim to integrate open-domain & domain-specific IE !



Overall Take-Home

Historic opportunity:

revive Cyc vision, make it real & large-scale !

challenging, but high pay-off

Explore & exploit synergies between

semantic, statistical, & social Web methods:

statistical evidence + logical consistency !

For DB / AI / IR / NLP / Web researchers:

• efficiency & scalability

• constraints & reasoning

• killer app for uncertain data management (prob. DB)

• search & ranking for RDF + text

• text (& speech) disambiguation

• knowledge-base life-cycle: growth & maintenance



Outline

• Part I ✔

– Machine Knowledge & Intelligent Applications

• Part II ✔
– Knowledge Representation & Public Knowledge Bases
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The End

Feel free to contact us with further questions

The slides are available at
http://www.mpi-inf.mpg.de/yago-naga/IJCAI11-tutorial/
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Thanks


