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Motivation

Machine learning – two major steps:

Choosing representation (feature engineering)

Modeling (statistics + optimization)

…typically people do modeling well and often 

ignore data representation

But…

…good representation with bad algorithm gives 

typically better results then good algorithm with bad 

representation
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Document categorization

labeled documents

unlabeled 

document

document category

(label)

???

Machine learning
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Easy decision problems require simple 
data representation

Linear separation is enough to separate the data
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Harder decision problems require better 
data representation

Polynomial 

separation of 

data
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Hard decision problems require 
sophisticated data representation

Neither linear 

nor 

polynomial 

separation of 

data is 

possible
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Hard decision problems require 
sophisticated data representation

Gaussian 

kernel 

separates 

the data
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Representing Text
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Key paradigms when 
dealing with data

Three key scientific paradigms

Top-down approaches (model driven)

(Traditional NLP, KRR, Semantic Web)

Bottom-up approaches (data driven)

(Machine Learning, Data Mining)

Collaborative approaches (socially driven)

(Web2.0, Social Computing)
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How different research areas 
approach text?
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How different research areas 
approach text?

Text Processing

Text MiningSemantic Web Information 

Retrieval

Machine 

Learning

Computational

Linguistics

interoperabilitylanguage

scale / 

analytics statistics search

Web2.0

community

Machine 

Translation
mappings
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Levels of text representations

Character (character n-grams and sequences)

Words (stop-words, stemming, lemmatization)

Phrases (word n-grams, proximity features)

Part-of-speech tags

Taxonomies / thesauri

Vector-space model

Language models

Full-parsing

Cross-modality

Collaborative tagging / Web2.0

Linked Data

Templates / Frames

Ontologies / First order theories
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Language 

identification, 

Copy detection

Named entity extraction (names 

of people, places, organizations)

Text categorization, 

Clustering, Search , 

Summarization, …

Spam filtering, Machine 

translation

Multilingual search, 

Associating text with 

images, …
Unifying 

semantics 

of data

Reasoning, 

Semantic Search

Data integration
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Given a text document, the task is to identify a language 
of the document (from a predefined list of languages)

…the key insight is that each language has characteristic 
“signature” of character n-grams

Demo: http://www.lingua-systems.com/language-identifier/lid-
library/identify-language.html

Language identification

The most common 

letter bigrams in the 

English language

http://en.wikipedia.org/wiki/Bigram

http://www.lingua-systems.com/language-identifier/lid-library/identify-language.html
http://www.lingua-systems.com/language-identifier/lid-library/identify-language.html
http://www.lingua-systems.com/language-identifier/lid-library/identify-language.html
http://www.lingua-systems.com/language-identifier/lid-library/identify-language.html
http://www.lingua-systems.com/language-identifier/lid-library/identify-language.html
http://www.lingua-systems.com/language-identifier/lid-library/identify-language.html
http://www.lingua-systems.com/language-identifier/lid-library/identify-language.html
http://www.lingua-systems.com/language-identifier/lid-library/identify-language.html
http://www.lingua-systems.com/language-identifier/lid-library/identify-language.html
http://www.lingua-systems.com/language-identifier/lid-library/identify-language.html
http://en.wikipedia.org/wiki/Bigram
http://en.wikipedia.org/wiki/Bigram
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Vector-space model level

The most common way to represent documents is 
first to transform them into sparse numeric vectors and 

then deal with them with linear algebra operations

…by this, we forget everything about the linguistic 
structure within the text

…this is sometimes called “structural curse” because this way 
of forgetting about the language structure doesn’t harm efficiency 
of solving many relevant problems

This representation is referred to also as “Bag-Of-Words

Typical tasks on vector-space-model are classification, 
clustering, visualization etc.
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Bag-of-Words document 
representation

Each word is one element in a vector 

together with its frequency
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Similarity between BoW vectors

The key of Bag-of-Words representation is to calculate topical similarity 
between documents fast

Each document is represented as a vector of weights D = <x>

Cosine similarity (dot product) is the most widely used similarity 
measure between two document vectors 

…calculates cosine of the angle between document vectors

…efficient to calculate (sum of products of intersecting words)

…similarity value between 0 (different) and 1 (the same) 
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Document Clustering Task

Clustering is a process of finding natural groups in 
the data in a unsupervised way (no class labels are 
pre-assigned to documents)

Key element is similarity measure
In document clustering cosine similarity is most widely 
used

Most popular clustering methods are:
K-Means clustering (flat, hierarchical)

Agglomerative hierarchical clustering

EM (Gaussian Mixture)

…



ailab.ijs.si

CONTEXT SENSITIVE SEARCH

Boštjan Pajntar, Marko Grobelnik, Dunja Mladenić

http://SearchPoint.ijs.si
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Search

“Internet search” – one of the 

most common tasks involving 

text manipulation in everyday 

life

…but – how smart is search 

technology today?

…not too smart!

It is sophisticated, but not smart
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Example – Searching for 
“dolphin”

Query “dolphin” 
has many 
meanings…

…but the first 
page of search 
engines doesn’t 
provide us with 
many answers

…there are 131M 
more results
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Query

Conceptual map

Search Point

Dynamic 

contextual 

ranking based 

on the search 

point

Context sensitive search
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SearchPoint
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Main advantages

Generated clusters 

(in contrast to predefined)

User can search the whole cluster space and is

not forced to select a single cluster

(Computer generated clusters are not necessarily 

what user has in mind)
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News Visualization
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Topic landscape of the query “Clinton” 
from Reuters news 1996-1997

Query

Search 

Results

Topic Map

Selected 

group of news

Selected 

story
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Visualization of social relationships 
between “Clinton” and other entities

Query

Named 

entities 

in relation
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Topic Trends Tracking of the 
documents including “Clinton”

Query

Topic Trends
Visualization

Topics 
description

US Elections
US Budget

Mid-East
conflict

NATO-Russia

Result set
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WW2 query “Pearl Harbor” into 
NYTimes archive

Dec 7th 1941
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WW2 query “Belgrade” into NYTimes
archive

Apr 6th 1941
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WW2 query “Normandy” into 
NYTimes archive

June 1944
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Levels of text representations
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Full-parsing level

Parsing provides maximum structural information per 

sentence

On the input we get a sentence, on the output we 

generate a parse tree

For most of the methods dealing with the text data 

the information in parse trees is too complex
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ANSWER ART

Luka Bradeško, Lorand Dali, Blaž Fortuna, Marko Grobelnik, Dunja 

Mladenić, Inna Novalija, Boštjan Pajntar 

http://AnswerArt.net
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Triplets
Extended
ontology

AnswerArt – System 
Architecture

AnswerArt
preprocessing

Domain ontology
(ASFA, WordNet)

Semantic 
enhancement

of triplets

AnswerArt

Index

Extraction

Cyc

Question Answer
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AnswerArt using Medline
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Show 

document

AnswerArt using Medline



ailab.ijs.si

Show document 

overview
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AnswerArt using ASFA
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AnswerArt using ASFA

Show 

document
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AnswerArt using ASFA

Show document 

overview
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NATURAL LANGUAGE TEXT
ENRICHMENT

Tadej Štajner, Delia Rusu, Lorand Dali, Blaž Fortuna, 

Dunja Mladenić, Marko Grobelnik

http://enrycher.ijs.si
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Text enrichment with 
http://Enrycher.ijs.si

HTML

Web 

service

http://enrycher.ijs.si/
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Enrycher Service

Annotation Features:

Entity extraction

People, locations, organizations, 

dates, percentages and money 

amounts

Entity resolution

co-reference

anaphora

Entity linkage to Linked Open 

Data (LOD)

Word Sense Disambiguation to 

LOD (WordNet 3.0 VUA)

Assertion extraction

Subject – predicate – object sentence 

elements together with their modifiers

Categories – from the Open 

Directory and the Wikipedia category 

schema
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Entity resolution in text
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Enrycher Service Dependencies

The dashed line marks dependencies between components that are optional, 

whereas the filled lines mark required dependencies
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Enrycher - demo
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Enrycher - demo
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Enrycher - demo

entities

dbpedia
openCyc
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Enrycher - demo

categories



ailab.ijs.si

Levels of text representations
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Ontologies level

Ontologies are the most general formalism for 
describing data objects

…in the recent years ontologies got popular through 
Semantic Web and OWL standard

Ontologies can be of various complexity:
…from relatively simple ones (light weight) 

…to heavy weight (described with first order theories)

Ontologies could be understood also as very generic 
data-models where we can store extracted information 
from text
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Cyc Knowledge Base and 
Reasoning
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Cycorp © 2006

The Cyc Ontology
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Cycorp © 2006

Cyc Reasoning
Modules

Interface to 
External Data Sources
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User Interface
(with Natural Language Dialog)

Data
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Text 
Sources

Other 
KBs

Cyc Ontology & 

Knowledge Base

Cyc High-level Architecture
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Cycorp © 2006
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General Knowledge about Terrorism

Specific data, facts, and observations

about terrorist groups and activities

General Knowledge about Terrorism:
Terrorist groups are capable of directing assassinations:
(implies

(isa ?GROUP TerroristGroup)
(behaviorCapable ?GROUP AssassinatingSomeone directingAgent))

…
If a terrorist group considers an agent an enemy, that agent is vulnerable to an attack by that group:
(implies

(and
(isa ?GROUP TerroristGroup)
(considersAsEnemy ?GROUP ?TARGET))

(vulnerableTo ?GROUP ?TARGET TerroristAttack))

Cyc KB Extended w/Domain Knowledge
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Cycorp © 2006
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General Knowledge about Terrorism

Specific data, facts, and observations

about terrorist groups and activities

Specific Facts about Al Qaida:

(basedInRegion AlQaida Afghanistan)   Al-Qaida is based in Afghanistan.
(hasBeliefSystems AlQaida IslamicFundamentalistBeliefs)   Al-Qaida has Islamic fundamentalist beliefs.
(hasLeaders AlQaida OsamaBinLaden)   Al-Qaida is led by Osama bin Laden.
…
(affiliatedWith AlQaida AlQudsMosqueOrganization)  Al-Qaida is affiliated with the Al Quds Mosque.
(affiliatedWith AlQaida SudaneseIntelligenceService)  Al-Qaida is affiliated with the Sudanese Intell Service
…
(sponsors AlQaida HarakatUlAnsar)  Al-Qaida sponsors Harakat ul-Ansar.
(sponsors AlQaida LaskarJihad)  Al-Qaida sponsors Laskar Jihad.
…
(performedBy EmbassyBombingInNairobi AlQaida)  Al-Qaida bombed the Embassy in Nairobi.
(performedBy EmbassyBombingInTanzania AlQaida) Al-Qaida bombed the Embassy in Tanzania.

Cyc KB Extended w/Domain Knowledge
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Example of automatic translating 
text into Cyc Logic

Translation happens 

with text-to-logic 

translation rules where 

CycKB is used as a 

background 

knowledge

The goal is to 

automatize generation 

of translation rules for 

multiple languages

• …the key is to 

reduce cost of 

creating translation 

rules to minimum

Source: “Galileo Galilei was an Italian physicist and astronomer.”

Learn Logic:(#$and (#$isa #$GalileoGalilei #$ItalianPerson)
(#$isa #$GalileoGalilei #$Physicist) 
(#$isa #$GalileoGalilei #$Astronomer))

Fact: Galileo was an Italian, a physicist, and an astronomer.

Source: “Galileo was born in Pisa on Feburary 15, 1564.”

Learn Logic:(#$and (#$birthDate #$GalileoGalilei 
(#$DayFn 15 
(#$MonthFn #$February
(#$YearFn 1564))))

(#$birthPlace #$GalileoGalilei #$CityOfPisaItaly))

Fact: Galileo was born on February 15, 1564 and he was born in Pisa.

Source: “Albert Einstein was born in 1879 in Ulm, Germany.”

Learn Logic: (#$birthDate #$AlbertEinstein (#$YearFn 1879))

Fact: Albert Einstein was born in 1879.
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Representing knowledge in logic
(X-Like project)
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Further references…
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References to some Text-Mining books
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Books on Semantic Technologies
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References to the main conferences

Information Retrieval: 

SIGIR, ECIR

Machine Learning/Data Mining: 

ICML, ECML/PKDD, KDD, ICDM, SDM

Computational Linguistics: 

ACL, EACL, NAACL

Semantic Web: 

ISWC, ESWC, ASWC
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Videolectures.net
622 events, 8910 authors, 11431 lectures, 

13689 videos


