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How to label this image?
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How to REPRESENT this image?
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Multiple Instance Learning (MIL)

• Represent an object (a bag) by a collection of feature 
vectors (or instances)

• Each bag is labeled
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Multiple Instance Learning (MIL)

• Dissimilarity approach: define a distance between bags

• Train (and eval.) a traditional classifier on these features
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y = −1

y = +1

x̃(Bj) = [d(Bj , B1), ..., d(Bj , BN )]
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Notation

• Assume we have     bags of instances
• Each bag     has      instances

• In training, each bag is labeled

where

• Define:
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Bi = {xi1, ...,xij , ...,xini}

N

Bi ni

{(Bi, yi), i = 1, .., N}

y ∈ {−1,+1}

dij = D(Bi, Bj) =





D(xi1,xj1) ... D(xi1,xjnj )
D(xi2,xj1) ... D(xi2,xjnj )

...
...

D(xini ,xj1) ... D(xini ,xjnj )
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Bag dissimilarities

• How to define a bag similarity? Use pairwise distances...
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Bag dissim. using pairwise dist.

• Overall minimum distance:

• Mean minimum distance:

• Standard Hausdorff distance:

• ... and many more.
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O2

O1
D(Bi, Bj)

d̃ij

ẽij

dij

O3

O4

O5

O1 = O2 = O3 = O4 = O5 = min

O1 = O2 = min, O3 = O4 = mean, O5 = mean

O1 = O2 = min, O3 = O4 = max, O5 = max
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Bag distribution dissimilarities

• Bags of instances are samples of a distribution
• Mahalanobis

• Earth Mover’s Distance  (EMD)
(minimize the flow       to transform one uniform PDF 
over instances to another)
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Does it make sense?

• Strict MIL: when a single instance belongs to the 
concept, then label bag positive
:-( Noise sensitive, and not always applicable

• MIL on distributions: all instances contribute to the bag 
dissimilarities
:-( Background may have large influence

• MIL pairwise dissim.: select important pairwise distances 
as features
:-( Completely (?) unclear what it models

14
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Results

• Test on a variety of datasets:

15

computed and different classes are defined [21, 6, 19]. Three non-image problems are (first) the
classical drug discovery problems, Musk1 and Musk2, in which molecules are described by 166
shape features [2] and have to be distinguished between active and inactive molecules, (second)
the newsgroup classification, in which newsgroup articles are described by 200 TFIDF features
[22] and have to be classified to a newsgroup name, and (third) web page preference prediction,
where web pages are described by web pages that link to the page of interest. In table 1 some
characteristics are shown of the datasets that are considered in this paper. The datasets are chosen
to show some variability in number of features, number of bags, and (average) number of instances
per bag.

Table 1. Some characteristics of the standard MIL datasets used in this paper.

pos. neg. min. median max.
dataset nr.inst. dim. bags bags inst/bag inst/bag inst/bag
MUSK 1 [2] 476 166 47 45 2 4 40
MUSK 2 [2] 6598 166 39 63 1 12 1044
Corel African [19] 7947 9 100 1900 2 3 13
Corel Historical [19] 7947 9 100 1900 2 3 13
SIVAL AjaxOrange [23] 47414 30 60 1440 31 32 32
News atheism [22] 5443 200 50 50 22 58 76
News motorcycles [22] 4730 200 50 50 22 49 73
News mideast [22] 3373 200 50 50 15 34 55
Corel Fox [6] 1320 230 100 100 2 6 13
Corel Tiger [6] 1220 230 100 100 1 6 13
Corel Elephant [6] 1391 230 100 100 2 7 13
Web recomm.[24] 2212 5863 17 58 4 24 141

In tables 2, 3 and 4 the results of the classifiers mentioned in Section 2 are shown. Three
different types of classifiers are used: the standard MIL classifiers in the top block, the k-nearest
neighbor that is directly operating on the distances defined in Section 2 given in the middle block,
and finally classifiers that use the distances as features in the last block.

For the Axis-parallel Rectangle classifier (APR) the τ parameter is varied, because that appears
to have the most significant influence on the performance. The other parameters are fixed. For the
Diverse Density 100 random restarts of the optimization is chosen. In the MiBoost the number of
boosting runs was set to M = 100. For the MI-SVM and MILES the kernel was chosen to be an
RBF kernel, where the width parameter σ was roughly optimized (using 5 candidates). For the
MI-SVM the linear kernel was also applied for comparison.

The more simple MIL classifiers includes first the Linear Discriminant Analysis (LDA) trained
on all instances, with a maximum combination rule to get from instance to bag labels. The next
two classifiers represent a bag of instances by the mean instance (where the feature values are
averaged) or the minimum and maximum feature value, respectively. On this new feature vector
a LDA is trained. The last simple MIL classifier applies a bag of words approach, where first k
cluster centers are obtained by applying k-means clustering on all instances, next the bags are
represented by the number of instances that are assigned to each cluster, and finally a (linear)
support vector classifier is trained on the histograms.

The standard MIL classifier are compared to the classifiers that work with the bag dissimilari-
ties. Five different dissimilarities are considered here, the ’Overall Minimum’ (minmin.) dissimilar-
ity, the ’Mean Minimum’ (mindist) distance, the ’Hausdorff’ (hausd.) distance, the Mahalanobis
(mahal.) distance, the Earth Mover’s distance (emd) and, finally, the linear assignment (lin.ass.)
distance. The classifier that is used for classifying distance data is the k-nearest neighbor. The k
is optimized on the training set using leave-one-out crossvalidation.

Furthermore, all classifiers are implemented, trained and evaluated using a Matlab toolbox
[25]. In quite some cases the performance as mentioned in the literature could not be reproduced.
This might be caused by the fact that the optimization of the free parameters in the methods
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Results
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Table 2. AUC performances (100×) of the classifiers on datasets Musk1, Musk2, Corel African and Corel
Historical. Results are obtained using five times 10-fold stratified crossvalidation. Results (1) cannot be
obtained because some bags in Musk2 are too large to compute the Earth Mover’s distance between bags.

classifier Musk 1 Musk 2 Corel African Corel Historical
Standard MIL classifiers

APR τ = 0.999 81.8 (1.3) 82.5 (1.2) 50.5 (0.0) 50.5 (0.1)
APR τ = 0.995 78.9 (1.7) 80.8 (2.3) 57.4 (0.8) 61.4 (0.4)
Diverse Density (100 restarts) 89.4 (1.3) 93.2 (0.0) 85.6 (0.1) 83.4 (0.7)
MiBoost (M = 100 rounds) 80.3 (3.1) 49.3 (3.7) 68.0 (0.0) 80.4 (1.6)
MI-SVM (linear kernel) 70.3 (3.0) 81.5 (2.1) 63.4 (2.0) 78.9 (0.6)
MI-SVM (RBG kernel) 92.9 (1.3) 92.9 (1.6) NaN (0.0) 90.8 (1.0)
MILES (linear kernel) 89.3 (1.9) 88.8 (1.8) 88.5 (0.5) NaN (0.0)
MILES (RBF kernel) 92.8 (1.4) 95.3 (1.5) 58.9 (9.2) 60.8 (12.8)
Simple MIL with LDA, max-comb. 72.9 (3.4) 76.7 (3.4) 68.8 (0.2) 74.4 (0.2)
LDA on mean-inst 85.7 (1.4) 87.6 (2.8) 77.2 (0.3) 86.2 (0.1)
LDA on extremes 92.4 (1.9) 88.9 (4.0) 88.5 (0.1) 85.3 (0.2)
BagOfWords (k=10)+linear SVM 72.7 (4.7) 63.7 (6.1) 75.1 (3.2) 78.4 (3.9)
BagOfWords (k=100)+linear SVM 78.7 (5.5) 71.2 (3.1) 83.4 (1.8) 85.6 (2.6)

Distance-based classifiers on bag dissimilarities
minmin+k-NND 90.1 (1.4) 84.0 (1.9) 86.6 (0.4) 84.1 (1.2)
mindist+k-NND 86.3 (2.0) 83.2 (1.6) 92.7 (0.7) 90.7 (1.1)
hausd.+k-NND 89.0 (1.6) 84.2 (0.8) 86.7 (0.9) 88.5 (1.0)
mahal.+k-NND 61.8 (2.8) 65.7 (5.7) 67.3 (0.7) 63.2 (1.2)
emd+k-NND 90.1 (2.7) (1) 92.0 (0.7) 88.8 (1.7)
lin.ass.+kNND 84.7 (1.6) 76.5 (2.7) 69.9 (0.6) 87.8 (0.4)

Standard classifiers on bag dissimilarity space
minmin.+Parzen Classifier 94.7 (3.0) 92.3 (2.7) 90.4 (0.6) 84.0 (0.6)
mindist.+Parzen Classifier 61.2 (6.0) 50.0 (0.0) 83.4 (0.9) 86.0 (0.5)
hausd.+Parzen Classifier 86.9 (0.7) 92.1 (2.5) 79.1 (0.6) 84.3 (0.5)
mahal.+Parzen Classifier 52.1 (0.9) 65.8 (2.4) 46.3 (2.4) 52.4 (1.3)
emd+Parzen Classifier 87.4 (3.4) (1) 89.4 (0.4) 85.4 (0.7)
lin.ass.+Parzen Classifier 83.3 (2.7) 72.2 (2.9) 83.5 (0.7) 86.2 (0.5)
minmin.+k-NN 93.3 (1.5) 90.7 (3.9) 88.7 (0.8) 83.5 (1.3)
mindist.+k-NN 88.8 (3.0) 83.8 (1.4) 81.7 (1.1) 85.5 (1.0)
hausd.+k-NN 89.2 (2.7) 91.6 (1.0) 77.0 (0.7) 80.0 (1.3)
mahal.+k-NN 72.0 (3.1) 61.6 (2.7) 53.3 (1.6) 57.0 (0.8)
emd+k-NN 92.4 (1.4) (1) 86.9 (1.1) 79.6 (1.5)
lin.ass.+k-NN 88.6 (2.1) 72.6 (3.7) 81.5 (1.4) 84.7 (1.4)

was not so extensive as in the original papers. In this paper a reasonable range of parameters was

chosen and an internal crossvalidation was used to find the final optimal value. In some cases (in

particular the Diverse Density) the optimization was so slow, that just a fixed parameter setting

was chosen. Furthermore, all features have been rescaled to zero mean and unit variance on the

training set. The reported performance is the area under the ROC curve (×100). A performance

of 50.0 means that the two classes are not separated at all, a performance of 100.0 is perfect.

From the results in Tables 2, 3 and 4 several things can be concluded. A first striking result

is that for the Musk 1 dataset the minmin. distance works very well. Not only when a k-nearest
neighbor or Parzen classifier is applied in the dissimilarity space, but also the k-nearest neighbor
directly on the distances. This is also visible in the Musk 2 dataset, although less pronounced.

It suggest that the concept is relatively tight and that when a bag has a positive instance, that

this instance is then very close to the positive instance of another positive bag. In the web rec-

ommendation dataset the minmin. distance is also informative, but just for the k-NN directly on

the distances. When the distances are used in the dissimilarity space it may be better to use the
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Zoom in (1)

• The classic approaches:
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Table 2. AUC performances (100×) of the classifiers on datasets Musk1, Musk2, Corel African and Corel
Historical. Results are obtained using five times 10-fold stratified crossvalidation. Results (1) cannot be
obtained because some bags in Musk2 are too large to compute the Earth Mover’s distance between bags.

classifier Musk 1 Musk 2 Corel African Corel Historical
Standard MIL classifiers

APR τ = 0.999 81.8 (1.3) 82.5 (1.2) 50.5 (0.0) 50.5 (0.1)
APR τ = 0.995 78.9 (1.7) 80.8 (2.3) 57.4 (0.8) 61.4 (0.4)
Diverse Density (100 restarts) 89.4 (1.3) 93.2 (0.0) 85.6 (0.1) 83.4 (0.7)
MiBoost (M = 100 rounds) 80.3 (3.1) 49.3 (3.7) 68.0 (0.0) 80.4 (1.6)
MI-SVM (linear kernel) 70.3 (3.0) 81.5 (2.1) 63.4 (2.0) 78.9 (0.6)
MI-SVM (RBG kernel) 92.9 (1.3) 92.9 (1.6) NaN (0.0) 90.8 (1.0)
MILES (linear kernel) 89.3 (1.9) 88.8 (1.8) 88.5 (0.5) NaN (0.0)
MILES (RBF kernel) 92.8 (1.4) 95.3 (1.5) 58.9 (9.2) 60.8 (12.8)
Simple MIL with LDA, max-comb. 72.9 (3.4) 76.7 (3.4) 68.8 (0.2) 74.4 (0.2)
LDA on mean-inst 85.7 (1.4) 87.6 (2.8) 77.2 (0.3) 86.2 (0.1)
LDA on extremes 92.4 (1.9) 88.9 (4.0) 88.5 (0.1) 85.3 (0.2)
BagOfWords (k=10)+linear SVM 72.7 (4.7) 63.7 (6.1) 75.1 (3.2) 78.4 (3.9)
BagOfWords (k=100)+linear SVM 78.7 (5.5) 71.2 (3.1) 83.4 (1.8) 85.6 (2.6)

Distance-based classifiers on bag dissimilarities
minmin+k-NND 90.1 (1.4) 84.0 (1.9) 86.6 (0.4) 84.1 (1.2)
mindist+k-NND 86.3 (2.0) 83.2 (1.6) 92.7 (0.7) 90.7 (1.1)
hausd.+k-NND 89.0 (1.6) 84.2 (0.8) 86.7 (0.9) 88.5 (1.0)
mahal.+k-NND 61.8 (2.8) 65.7 (5.7) 67.3 (0.7) 63.2 (1.2)
emd+k-NND 90.1 (2.7) (1) 92.0 (0.7) 88.8 (1.7)
lin.ass.+kNND 84.7 (1.6) 76.5 (2.7) 69.9 (0.6) 87.8 (0.4)

Standard classifiers on bag dissimilarity space
minmin.+Parzen Classifier 94.7 (3.0) 92.3 (2.7) 90.4 (0.6) 84.0 (0.6)
mindist.+Parzen Classifier 61.2 (6.0) 50.0 (0.0) 83.4 (0.9) 86.0 (0.5)
hausd.+Parzen Classifier 86.9 (0.7) 92.1 (2.5) 79.1 (0.6) 84.3 (0.5)
mahal.+Parzen Classifier 52.1 (0.9) 65.8 (2.4) 46.3 (2.4) 52.4 (1.3)
emd+Parzen Classifier 87.4 (3.4) (1) 89.4 (0.4) 85.4 (0.7)
lin.ass.+Parzen Classifier 83.3 (2.7) 72.2 (2.9) 83.5 (0.7) 86.2 (0.5)
minmin.+k-NN 93.3 (1.5) 90.7 (3.9) 88.7 (0.8) 83.5 (1.3)
mindist.+k-NN 88.8 (3.0) 83.8 (1.4) 81.7 (1.1) 85.5 (1.0)
hausd.+k-NN 89.2 (2.7) 91.6 (1.0) 77.0 (0.7) 80.0 (1.3)
mahal.+k-NN 72.0 (3.1) 61.6 (2.7) 53.3 (1.6) 57.0 (0.8)
emd+k-NN 92.4 (1.4) (1) 86.9 (1.1) 79.6 (1.5)
lin.ass.+k-NN 88.6 (2.1) 72.6 (3.7) 81.5 (1.4) 84.7 (1.4)

was not so extensive as in the original papers. In this paper a reasonable range of parameters was

chosen and an internal crossvalidation was used to find the final optimal value. In some cases (in

particular the Diverse Density) the optimization was so slow, that just a fixed parameter setting

was chosen. Furthermore, all features have been rescaled to zero mean and unit variance on the

training set. The reported performance is the area under the ROC curve (×100). A performance

of 50.0 means that the two classes are not separated at all, a performance of 100.0 is perfect.

From the results in Tables 2, 3 and 4 several things can be concluded. A first striking result

is that for the Musk 1 dataset the minmin. distance works very well. Not only when a k-nearest
neighbor or Parzen classifier is applied in the dissimilarity space, but also the k-nearest neighbor
directly on the distances. This is also visible in the Musk 2 dataset, although less pronounced.

It suggest that the concept is relatively tight and that when a bag has a positive instance, that

this instance is then very close to the positive instance of another positive bag. In the web rec-

ommendation dataset the minmin. distance is also informative, but just for the k-NN directly on

the distances. When the distances are used in the dissimilarity space it may be better to use the
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Zoom in (2)
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Table 2. AUC performances (100×) of the classifiers on datasets Musk1, Musk2, Corel African and Corel
Historical. Results are obtained using five times 10-fold stratified crossvalidation. Results (1) cannot be
obtained because some bags in Musk2 are too large to compute the Earth Mover’s distance between bags.

classifier Musk 1 Musk 2 Corel African Corel Historical
Standard MIL classifiers

APR τ = 0.999 81.8 (1.3) 82.5 (1.2) 50.5 (0.0) 50.5 (0.1)
APR τ = 0.995 78.9 (1.7) 80.8 (2.3) 57.4 (0.8) 61.4 (0.4)
Diverse Density (100 restarts) 89.4 (1.3) 93.2 (0.0) 85.6 (0.1) 83.4 (0.7)
MiBoost (M = 100 rounds) 80.3 (3.1) 49.3 (3.7) 68.0 (0.0) 80.4 (1.6)
MI-SVM (linear kernel) 70.3 (3.0) 81.5 (2.1) 63.4 (2.0) 78.9 (0.6)
MI-SVM (RBG kernel) 92.9 (1.3) 92.9 (1.6) NaN (0.0) 90.8 (1.0)
MILES (linear kernel) 89.3 (1.9) 88.8 (1.8) 88.5 (0.5) NaN (0.0)
MILES (RBF kernel) 92.8 (1.4) 95.3 (1.5) 58.9 (9.2) 60.8 (12.8)
Simple MIL with LDA, max-comb. 72.9 (3.4) 76.7 (3.4) 68.8 (0.2) 74.4 (0.2)
LDA on mean-inst 85.7 (1.4) 87.6 (2.8) 77.2 (0.3) 86.2 (0.1)
LDA on extremes 92.4 (1.9) 88.9 (4.0) 88.5 (0.1) 85.3 (0.2)
BagOfWords (k=10)+linear SVM 72.7 (4.7) 63.7 (6.1) 75.1 (3.2) 78.4 (3.9)
BagOfWords (k=100)+linear SVM 78.7 (5.5) 71.2 (3.1) 83.4 (1.8) 85.6 (2.6)

Distance-based classifiers on bag dissimilarities
minmin+k-NND 90.1 (1.4) 84.0 (1.9) 86.6 (0.4) 84.1 (1.2)
mindist+k-NND 86.3 (2.0) 83.2 (1.6) 92.7 (0.7) 90.7 (1.1)
hausd.+k-NND 89.0 (1.6) 84.2 (0.8) 86.7 (0.9) 88.5 (1.0)
mahal.+k-NND 61.8 (2.8) 65.7 (5.7) 67.3 (0.7) 63.2 (1.2)
emd+k-NND 90.1 (2.7) (1) 92.0 (0.7) 88.8 (1.7)
lin.ass.+kNND 84.7 (1.6) 76.5 (2.7) 69.9 (0.6) 87.8 (0.4)

Standard classifiers on bag dissimilarity space
minmin.+Parzen Classifier 94.7 (3.0) 92.3 (2.7) 90.4 (0.6) 84.0 (0.6)
mindist.+Parzen Classifier 61.2 (6.0) 50.0 (0.0) 83.4 (0.9) 86.0 (0.5)
hausd.+Parzen Classifier 86.9 (0.7) 92.1 (2.5) 79.1 (0.6) 84.3 (0.5)
mahal.+Parzen Classifier 52.1 (0.9) 65.8 (2.4) 46.3 (2.4) 52.4 (1.3)
emd+Parzen Classifier 87.4 (3.4) (1) 89.4 (0.4) 85.4 (0.7)
lin.ass.+Parzen Classifier 83.3 (2.7) 72.2 (2.9) 83.5 (0.7) 86.2 (0.5)
minmin.+k-NN 93.3 (1.5) 90.7 (3.9) 88.7 (0.8) 83.5 (1.3)
mindist.+k-NN 88.8 (3.0) 83.8 (1.4) 81.7 (1.1) 85.5 (1.0)
hausd.+k-NN 89.2 (2.7) 91.6 (1.0) 77.0 (0.7) 80.0 (1.3)
mahal.+k-NN 72.0 (3.1) 61.6 (2.7) 53.3 (1.6) 57.0 (0.8)
emd+k-NN 92.4 (1.4) (1) 86.9 (1.1) 79.6 (1.5)
lin.ass.+k-NN 88.6 (2.1) 72.6 (3.7) 81.5 (1.4) 84.7 (1.4)

was not so extensive as in the original papers. In this paper a reasonable range of parameters was

chosen and an internal crossvalidation was used to find the final optimal value. In some cases (in

particular the Diverse Density) the optimization was so slow, that just a fixed parameter setting

was chosen. Furthermore, all features have been rescaled to zero mean and unit variance on the

training set. The reported performance is the area under the ROC curve (×100). A performance

of 50.0 means that the two classes are not separated at all, a performance of 100.0 is perfect.

From the results in Tables 2, 3 and 4 several things can be concluded. A first striking result

is that for the Musk 1 dataset the minmin. distance works very well. Not only when a k-nearest
neighbor or Parzen classifier is applied in the dissimilarity space, but also the k-nearest neighbor
directly on the distances. This is also visible in the Musk 2 dataset, although less pronounced.

It suggest that the concept is relatively tight and that when a bag has a positive instance, that

this instance is then very close to the positive instance of another positive bag. In the web rec-

ommendation dataset the minmin. distance is also informative, but just for the k-NN directly on

the distances. When the distances are used in the dissimilarity space it may be better to use the
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Min-min distance?
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Min-min distance?
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background
concept

Noise sensitive?!!
Instances in the concept have 
be more similar than in the 
background.
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Mean-min. distance?

• Average the minimum distances:
take all instances into account

22

no concept?!!
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ni

Earth movers distance?

• How much work does it take to move probability mass 
from     to  

23

no concept?!!
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More results
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Table 3. AUC performances (100×) of the classifiers on datasets SIVAL AjaxOrange, news Atheism, news

Motorcycles and news Mideast. Results are obtained using five times 10-fold stratified crossvalidation.

Results
(2)

cannot be obtained because the linear programming optimizer required more than 128GB of

memory, which was not available.

classifier AjaxOrange alt.atheism rec.motorcycles politics.mideast

Standard MIL classifiers

APR τ = 0.995 48.4 (0.8) 50.0 (0.0) 50.0 (0.0) 49.8 (0.4)

Diverse Density (100 restarts) 55.5 (2.9) 52.2 (2.4) 46.4 (2.9) 40.2 (2.5)

MiBoost (M = 100 rounds) 56.5 (2.4) 50.0 (0.0) NaN (0.0) 50.3 (1.5)

MI-SVM (linear kernel) 93.6 (2.6) 69.8 (2.8) 76.4 (4.0) 79.8 (2.3)

MI-SVM (RBG kernel) NaN (0.0) 45.5 (7.1) 49.7 (5.4) 46.1 (2.4)

MILES (linear kernel)
(2) 80.4 (1.2) 77.4 (1.9) 79.9 (3.4)

MILES (RBF kernel)
(2)

47.1 (4.5) 44.7 (4.8) 54.1 (1.8)

Simple MIL with LDA, max-comb. 89.3 (0.3) 81.6 (1.2) 80.4 (2.1) 75.0 (3.1)

LDA on mean-inst 82.3 (0.9) 83.7 (2.1) 84.4 (1.8) 78.1 (1.7)

LDA on extremes 90.3 (0.3) 50.0 (0.0) 51.2 (0.4) 65.0 (1.8)

BagOfWords (k=100)+linear SVM 81.2 (2.5) 54.0 (0.0) 65.2 (9.3) 58.6 (6.8)

Distance-based classifiers on bag dissimilarities

minmin+k-NND 53.6 (1.2) 50.0 (0.0) 50.0 (0.0) 52.8 (2.2)

mindist+k-NND 62.9 (1.3) 59.2 (1.9) 58.4 (0.5) 53.4 (1.1)

hausd.+k-NND 72.4 (1.3) 72.8 (3.0) 68.7 (3.2) 67.1 (1.8)

mahal.+k-NND 64.0 (1.6) 47.7 (4.4) 45.0 (3.4) 58.5 (6.0)

emd+k-NND 77.6 (2.6) 56.0 (1.2) 60.8 (0.4) 57.2 (1.3)

lin.ass.+kNND 71.6 (1.4) 69.2 (1.7) 53.7 (2.9) 58.5 (3.2)

Standard classifiers on bag dissimilarity space

minmin.+Parzen Classifier 55.7 (1.6) 49.8 (0.4) 50.0 (0.0) 50.4 (2.3)

mindist.+Parzen Classifier 78.0 (1.3) 78.9 (2.8) 78.4 (0.5) 75.2 (1.9)

hausd.+Parzen Classifier 71.8 (0.9) 73.8 (2.0) 82.0 (2.2) 73.8 (0.9)

mahal.+Parzen Classifier 75.3 (0.9) 54.2 (3.3) 43.7 (3.5) 61.9 (1.8)

emd+Parzen Classifier 78.7 (1.1) 89.7 (1.3) 77.6 (1.5) 87.8 (1.1)
lin.ass.+Parzen Classifier 78.9 (0.6) 80.1 (2.4) 84.2 (2.8) 84.3 (3.1)

minmin.+k-NN 56.0 (1.6) 50.0 (0.0) 50.0 (0.0) 47.8 (2.7)

mindist.+k-NN 70.6 (2.6) 84.9 (1.6) 86.6 (2.0) 82.2 (1.5)

hausd.+k-NN 68.9 (1.9) 85.6 (2.1) 89.2 (3.5) 77.2 (3.2)

mahal.+k-NN 70.8 (1.5) 51.2 (3.6) 56.3 (3.8) 55.8 (4.6)

emd+k-NN 72.0 (2.4) 90.0 (1.4) 86.7 (0.7) 82.6 (1.7)

lin.ass.+k-NN 70.1 (0.8) 82.1 (2.3) 82.9 (2.4) 80.8 (3.8)

Linear assignment or the Earth Mover’s distance. This may suggest that there is some noise in the
minimum distances, and that only by luck the k-nearest neighbor performed well on this data.

Datasets that contain a clear concept often do not gain very much by the use of bag similarities.
That is in particular visible in datasets AjaxOrange, Corel Tiger and Corel Elephant.1 For datasets
in which more instances contain some information about the class label, like in the newsgroup
classification, but also a bit in Corel African, Corel Historical, Corel Fox, and Web recommendation
the bag dissimilarity measures are informative.

It is not always the case that using a nearest neighbor classifier on the distances gives the
highest performance. In particular on the news classification problems significant improvements
can be made by using a k-nearest neighbor classifier (or a Parzen classifier) in the dissimilarity
space. On the other hand, on the Corel African and Corel Historical datasets, training a classifier
in the dissimilarity space slightly deteriorates the results. This is probably caused by the fact that

1
This may also hold for the Corel Fox dataset, but here it is not very well visible due to a surprisingly good

performance of the k-nearest neighbor trained in a dissimilarity space with the Mahalanobis distance.

We do not have a clear explanation for this result.
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Table 3. AUC performances (100×) of the classifiers on datasets SIVAL AjaxOrange, news Atheism, news

Motorcycles and news Mideast. Results are obtained using five times 10-fold stratified crossvalidation.

Results
(2)

cannot be obtained because the linear programming optimizer required more than 128GB of

memory, which was not available.

classifier AjaxOrange alt.atheism rec.motorcycles politics.mideast

Standard MIL classifiers

APR τ = 0.995 48.4 (0.8) 50.0 (0.0) 50.0 (0.0) 49.8 (0.4)

Diverse Density (100 restarts) 55.5 (2.9) 52.2 (2.4) 46.4 (2.9) 40.2 (2.5)

MiBoost (M = 100 rounds) 56.5 (2.4) 50.0 (0.0) NaN (0.0) 50.3 (1.5)

MI-SVM (linear kernel) 93.6 (2.6) 69.8 (2.8) 76.4 (4.0) 79.8 (2.3)

MI-SVM (RBG kernel) NaN (0.0) 45.5 (7.1) 49.7 (5.4) 46.1 (2.4)

MILES (linear kernel)
(2) 80.4 (1.2) 77.4 (1.9) 79.9 (3.4)

MILES (RBF kernel)
(2)

47.1 (4.5) 44.7 (4.8) 54.1 (1.8)

Simple MIL with LDA, max-comb. 89.3 (0.3) 81.6 (1.2) 80.4 (2.1) 75.0 (3.1)

LDA on mean-inst 82.3 (0.9) 83.7 (2.1) 84.4 (1.8) 78.1 (1.7)

LDA on extremes 90.3 (0.3) 50.0 (0.0) 51.2 (0.4) 65.0 (1.8)

BagOfWords (k=100)+linear SVM 81.2 (2.5) 54.0 (0.0) 65.2 (9.3) 58.6 (6.8)

Distance-based classifiers on bag dissimilarities

minmin+k-NND 53.6 (1.2) 50.0 (0.0) 50.0 (0.0) 52.8 (2.2)

mindist+k-NND 62.9 (1.3) 59.2 (1.9) 58.4 (0.5) 53.4 (1.1)

hausd.+k-NND 72.4 (1.3) 72.8 (3.0) 68.7 (3.2) 67.1 (1.8)

mahal.+k-NND 64.0 (1.6) 47.7 (4.4) 45.0 (3.4) 58.5 (6.0)

emd+k-NND 77.6 (2.6) 56.0 (1.2) 60.8 (0.4) 57.2 (1.3)

lin.ass.+kNND 71.6 (1.4) 69.2 (1.7) 53.7 (2.9) 58.5 (3.2)

Standard classifiers on bag dissimilarity space

minmin.+Parzen Classifier 55.7 (1.6) 49.8 (0.4) 50.0 (0.0) 50.4 (2.3)

mindist.+Parzen Classifier 78.0 (1.3) 78.9 (2.8) 78.4 (0.5) 75.2 (1.9)

hausd.+Parzen Classifier 71.8 (0.9) 73.8 (2.0) 82.0 (2.2) 73.8 (0.9)

mahal.+Parzen Classifier 75.3 (0.9) 54.2 (3.3) 43.7 (3.5) 61.9 (1.8)

emd+Parzen Classifier 78.7 (1.1) 89.7 (1.3) 77.6 (1.5) 87.8 (1.1)
lin.ass.+Parzen Classifier 78.9 (0.6) 80.1 (2.4) 84.2 (2.8) 84.3 (3.1)

minmin.+k-NN 56.0 (1.6) 50.0 (0.0) 50.0 (0.0) 47.8 (2.7)

mindist.+k-NN 70.6 (2.6) 84.9 (1.6) 86.6 (2.0) 82.2 (1.5)

hausd.+k-NN 68.9 (1.9) 85.6 (2.1) 89.2 (3.5) 77.2 (3.2)

mahal.+k-NN 70.8 (1.5) 51.2 (3.6) 56.3 (3.8) 55.8 (4.6)

emd+k-NN 72.0 (2.4) 90.0 (1.4) 86.7 (0.7) 82.6 (1.7)

lin.ass.+k-NN 70.1 (0.8) 82.1 (2.3) 82.9 (2.4) 80.8 (3.8)

Linear assignment or the Earth Mover’s distance. This may suggest that there is some noise in the
minimum distances, and that only by luck the k-nearest neighbor performed well on this data.

Datasets that contain a clear concept often do not gain very much by the use of bag similarities.
That is in particular visible in datasets AjaxOrange, Corel Tiger and Corel Elephant.1 For datasets
in which more instances contain some information about the class label, like in the newsgroup
classification, but also a bit in Corel African, Corel Historical, Corel Fox, and Web recommendation
the bag dissimilarity measures are informative.

It is not always the case that using a nearest neighbor classifier on the distances gives the
highest performance. In particular on the news classification problems significant improvements
can be made by using a k-nearest neighbor classifier (or a Parzen classifier) in the dissimilarity
space. On the other hand, on the Corel African and Corel Historical datasets, training a classifier
in the dissimilarity space slightly deteriorates the results. This is probably caused by the fact that

1
This may also hold for the Corel Fox dataset, but here it is not very well visible due to a surprisingly good

performance of the k-nearest neighbor trained in a dissimilarity space with the Mahalanobis distance.

We do not have a clear explanation for this result.
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Are there different MIL problems?

• ‘Spice shop’    OR   ‘Red chilli’  ??
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Conclusions

• Bag dissimilarities offer possibilities for MIL
• The idea of a ‘concept’ is often not clear, the bag 

distribution is more important

• Promising: the ‘mindist’ and the Earth Movers Distance

? This suggest that
(1) the full bag distribution is informative, or 
(2) there may be insufficient nr. of instances to describe 
the concept well
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