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Introduction 

• Kernel function = similarity measure  

• Main factor of empirical performance 

• Cross-validation to pick the best kernel 

• Multiple kernel learning (MKL) to learn a better similarity 
measure 



Our Contribution 
• Formulate a nonlinear MKL variant 

• Test it on cell nucleus classification of renal cell carcinoma 
(RCC) 

• Combine different feature representations from Tissue 
microarray (TMA) images 

• Compare our variant with single-kernel SVMs and linear 
MKL algorithms 



Methodology 

• Instead of picking a single kernel using cross-validation 

• Combine P different kernels 

• similarity measures (i.e., different kernel functions) 

• feature representations (i.e., coming from different data 
sources or modalities) 



Methodology 
K1 K2 K3 KP ... 



Constructing Kernels 
• scaling a kernel with a positive number 

•   

• summing up two kernels 

•   

• multiplying two kernels 

 



Linear MKL Algorithms 
K1 K2 K3 KP ... 



Linear MKL Algorithms 
• Linear combination 

• arbitrary kernel weights 

• Conic combination 

• positive kernel weights 

• Convex combination 

• kernel weights on a simplex 



Our Nonlinear Variant 
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Our Nonlinear Variant 
K1K1 K1K2 K1K3 KPKP ... 



Our Nonlinear Variant 
• Modified optimization problem 

• A projection-based gradient-descent algorithm 



Data Set 

• 1633 patches in total 

• Pathologists agreed on labels of 1273 patches (891 benign 
and 382 malignant) 

8 TMA images 
from 8 patients 

Nuclei extraction 
by two pathologists 



Data Set 



Experiments 

• 10-fold stratified cross-validation on 1273 nuclei samples 
(from 8 patients) 

• 8 feature representations (ALL, FG, BG, LBP, COL, FCC, 
SIG, and PHOG) 

• 3 basic kernel functions (LIN, POL, and GAU) 



Experiments 

• SVM: each feature representation separately 

• RBMKL: using the mean of the kernels 

• SimpleMKL: benchmark linear MKL 

• GLMKL: group Lasso-based MKL 

• NLMKL: our nonlinear MKL variant 



SVM Results 



MKL Results 



Training Times 



Conclusion 

• Our NLMKL is better than single-kernel SVMs and linear 
MKL methods 

• Better results may be possible 

• using more complex combination schemes 

• adding new modalities 



Some Notes 

• Many MKL algorithms in the literature 

• See Gönen & Alpaydın (2011) for a recent survey 
• MKL Matlab Toolbox is available at      

http://users.ics.tkk.fi/gonen/mkl 

http://users.ics.tkk.fi/gonen/mkl

