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Outline

GOAL: dependence estimation using 

mutual information

Graph optimization methods

TSP, MST, kNN
Copula transformation

Information estimation

•Importance in machine learning

•Background on information and entropy
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Who cares about dependence?

• Unsupervised learning 

– Which observations are dependent / independent

• Supervised learning

– Is there dependence between inputs and outputs?

• Analysis of stock markets, physical, biological, chemical systems

− Dependence between observations?

• Other applications

Feature selection, Boosting, Clustering

Information theory, Channel capacity, Information geometry, 

Optimal experiment design, active learning, 

Prediction of protein structure, Drug design, fMRI data processing,

Microarray data processing, Image registration, ICA/ISA… etc
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What is dependence ? 

Alfréd Rényi

Rényi’s information

Rényi’s entropy
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Shannon mutual information

Measuring uncertainty (Shannon entropy)

Claude Shannon 

The estimation problem:
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How can we estimate them?
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History of Graph optimization methods
TSP, MST, kNN

• 1959, Beardwood, Halton, Hammersley

– Given uniform iid samples on [0,1]2. TSP length=?

J. Hammersley

• 1981 – TSP)MST, Minimal Matching graphs, conjecture for kNN

Michael Steele
Joseph Yukich Wansoo  Rhee

– Observations with density f on [0,1]d

Entropy?
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Steele, Yukich theorem for 
MST, TSP, Minimal Matching

(Fig taken from J. Costa and A. Hero)
Sensitive to outliers…!



How can we get information estimators from entropy 
estimators?

How can we make the estimators more robust?

The invariance trick

Information is preserved under monotonic transformations.
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Transformation to get uniform marginals

The transformation (copula transformation):

Monotone transform Uniform marginals

• Information estimation problem is reduced for 

Rényi’s entropy estimation

• a little problem: we don’t know Fi distribution functions

Monotone transformation leading to uniform marginals?

Prob theory 101:
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Empirical copula transformation

We don’t know F1,…,Fd distribution functions 

) estimate them with empirical distribution functions

Solution: 

Use empirical distributions Fj
n and empirical copula transform.

We need this in 1D only! ) no curse of dimensionality.



12

Empirical copula transformation
“true” copula:

empirical copula:

empirical copula transformation of the observations:

True copula transform

Empirical copula transform
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REGO Algorithm
Rank-based Euclidean 
Graph Optimization
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Theoretical Results
Consistency

Main theorem: 

Note: 

• Consistent MI estimator using ranks only

• We don’t have theoretical results for other d and  values…
• Ranks only ) Robust
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Theoretical Results
Infinitesimal robustness 

The finite sample influence functions 

The amount of change caused by adding one outlier, x

(with some modification)

It cannot be arbitrarily big!
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Empirical results, consistency in 10D
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Independent Subspace Analysis

Observation

Hidden, independent sources

(subspaces)

Estimate A and S observing samples from X onlyGoal:
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Independent Subspace Analysis

In case of perfect 

separation WA is a 

block permutation 

matrix

Objective:



19

Take me home!

Marriage of seemingly unrelated mathematical areas 
produced a consistent and robust
Rényi’s mutual information estimator

Graph optimization methods

TSP, MST, kNN
Copula transformation

Mutual information estimation



“Hey Rege, Róka Rege, Hey REGŐ Rejtem…

I am calling my grandfather, I sense his soul here.

I am listening to his words, they are breaking the silence.

Impart your knowledge to your grandson please,

1000 years have already passed…, 

Knowledge equals life, hey!”


