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 Random Search process 

     + 
 Image collaboration 

 

     Linear complexity 



Cluster#2   (mostly Yoga images) 
 

Cluster#1   (mostly Ballet images) 
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Generate a “codebook” (quantized descriptors): 
 Frequent descriptors  Low error  
 Rare descriptors        High error 

Statistically Significant Descriptors 
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Statistically Significant Descriptors 

The most informative descriptors are the rare ones ! 
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“Region Match” 
Using Randomized Search 

Coherently mapped descriptors 

Large shared regions 

 



“Region Match” 
Using Randomized Search 

 linear complexity  O(n) 

Explicit segmentation   NO NEED ! 



M  images  

Going back to our Clustering problem… 
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Sparse 
Affinity Matrix 

  

Update 

Our Full Clustering Algorithm 
 

Uniform Sampling 
across all images 

Images 

Sparse set of  
meaningful affinities 

Sampling Distribution 

Images 

Guided sampling  

Update sampling distribution 

Normalized 
Cuts 

“Wisdom of crowds of images” 



Experiments  

 Comparisons on Benchmark Datasets   (Caltech, ETHZ) 

   Significant improvement over state-of-the-art 

    (up to 30%) 

 

 Experiments on more challenging datasets 

  Tiny datasets 

   PASCAL-VOC  



20 images (4 classes) 
Experiments on Tiny Dataset 



Experiments on Tiny Dataset 

Purity = 100% 



Statistically Significant Descriptors   
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Experiments on Tiny Dataset 



The statistically significant descriptors  on the animals! 

Statistically Significant Descriptors   
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PASCAL subset (4 classes) 
CARS , BICYCLES , HORSES , CHAIRS 

Mean purity = 67% 

20% better than a baseline of:  
SPM + Ncuts 



1. “Affinity by composition” 
       Look for RARE shared regions 
 
 
2. Codebook Quantization Error 
     Estimate how rare a region is. 
 
 
3. Randomized search using the 
  “Wisdom of Crowds of images” 
      Find shared regions 
      Linear complexity 
 
 

Summary Thank you! 

4. State of the art results 
  - Benchmark datasets 
     - New challenging datasets 


