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Abstract

In the last decade probabilistic graphical models - in particular

Bayes networks and Markov networks - became very popular as tools

for structuring uncertain knowledge about a domain of interest and

for building knowledge-based systems that allow sound and efficient

inferences about this domain. The core idea of graphical models is

that usually certain independence relations hold between the attributes

that are used to describe a domain of interest. In most uncertainty

calculi -- and in particular in probability theory -- the structure of

these independence relations is very similar to properties concerning

the connectivity of nodes in a graph. As a consequence, it is tried

to capture the independence relations by a graph, in which each node

represents an attribute and each edge a direct dependence between

attributes. In addition, provided that the graph captures only valid

independences, it prescribes how a probability distribution on the

(usually high-dimensional) space that is spanned by the attributes

can be decomposed into a set of smaller (marginal or conditional)

distributions. This decomposition can be exploited to derive evidence

propagation methods and thus enables sound and efficient reasoning

under uncertainty. The lecture gives a brief introduction into the

core ideas underlying graphical models, starting from their relational

counterparts and highlighting the relation between independence and

decomposition. Furthermore, the basics of model construction and

evidence propagation are discussed, with an emphasis on join/junction

tree propagation. A substantial part of the lecture is then devoted

to learning graphical models from data, in which quantitative learning

(parameter estimation) as well as the more complex qualitative or

structural learning (model selection) are studied. The lecture closes

with a brief discussion of example applications.
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