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Background

Feature Selection is a technique of selecting optimal features set
among original features set by removing irrelevant or redundant
features.

Benefits:

e Increase system interpretability
e Improve generalization performance
e Minimize the overfitting for some learning algorithms
Types:
o Filter Methods: independent of the underlying learning algorithm

o Wrapper Methods: rely heavily on the specific structure of the
underlying learning.

Challenge:

e Using feature selection for classification on regression problem
may not work well — potential loss of important ordinal
information.
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Support Vector Regression

Given a data set D = {z;,v;},% € Ip, standard SVR solves the
following Primal Problem (PP) over w, b, &, £*:

min %w’w—FC Z & +E&)
i1€Lp
st yi—wWo(r) —b<e+&, Vielp
Wolr)+b—y; <e+¢&, Vielp
&, 68 >0, Vi € Ip

The regressor function is known to be
flz) =w'é(z) +b

It only provides an estimate, f(x), for output y for any = but provides
no information on the confidence level of this estimate.
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A popular approach [Bishop 1995] to incorporating probabilistic
information is to let

y = f(z)+0.

where noise § € £(0,0) or € N(0,0)
Equivalently, this implies that density functions of y for a given x are

P(ol) = - exp(- L=
(v 1)

202

pC (yl) = le_m expl(— )

where ¢ is obtained by maximizing

L(o) = Wiezpp(wi, i) = Wiezp, p(yilxi)p(x:i).
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Proposed Feature Selection Criterion

e Ranking criterion:

Sp(j) = / Dixr(p(y/2); p(ylz—))p(z)dz.

where x_; € R471 is the sample = with the j* feature removed.

plyix) plylx,)

e Motivation:
the greater the Dy, divergence between p(y|x) and p(y|z_;)
over the x space, the greater the importance of the j** feature.

e A full ranking list of features need Sp(j) to be evaluated d
times, each time with different j.
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Random Permutation

e Random permutation:

1 j d
1 Ty cen .731 e Iy
T2 vy a2
D= . = .
TN TN ... Ty %
1 J d
T Ty ‘e .774 .o Ty
T2 zy o oox ... 2
Dyp=1 . |= :
TN o VIO S L.

e Theorem [Shen, Ong, Li, & Wilder-Smith, 2008]: Assume data
samples are sufficient rich,

pylzy) = plyle—y)
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Equivalent Form of the Proposed Criterion

Sp(j) = /DKL(p(ylx);p(ylx<j>))p(x)dff'

Figure: Demonstration of the proposed feature ranking criterion with
d = 1. Dots indicate locations of y;
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Approximations

e Step 1: Further approximation of integration

Sp( Z Drr(p(ylz:); p(ylz(j).i))-
zGI
e Step 2: Approximation using probabilistic outputs of SVR
Sl Z Drr(p(ylz:); p(ylz(j),i)-

zGI

p(.) can be approximated by p”(.) or p©(.)
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Explicit form exist. E.g. if p(.) is approximated by p’(.) , then:

. of (i) = Flaga)l
S ] = Z L - (7) )+
|D|lez <a> o
\f(z:) = flga)l 96

"(') HHU—L
J

SD measure can be used together with standard recursive feature
elimination (RFE).

1. Start with all features

2. Delete feature(s) with the smallest value(s) of S’IL)
(or S

Conclusions
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Experiment Setting

e Benchmark Methods: Correlation coeflicient method
(Corr),Dependence maximization method (HSIC),SVM-RFE
method (Aljwl?)

e Evaluation: Mean squared error rate (MSE)
e Student Test:

e Paired t-test between the proposed method and each of the
other methods is conducted using different number of top
ranked features.

Mo - MSESD == MSEBenchmar
[ MSESD 7’5 MSEBenchmaT

The chance that this null hypothesis pg is true is measured
by the returned p-value and the significance level is set at
0.05 for all experiments.
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Artificial Problems

Table: Description of artificial problems. o is the number of known
important features.

Problems |Dtrn | |Dtst | d o
Exponential Func 100,70,50,40,30,20 1800 10 2
Additive Func 200,100,70,50 1800 10 5
Interactive Func 200,100,70,50 1800 10 5

Target Concept

e FExponential Func:
y =10exp(—((=')* + (2%)%)) + 6

e Additive Func:
y = 0.1exp(dat) + 1+exp(72%(w270.5)) +323 422 + 25406

e Interactive Func:
y = 10sin(rzta?) + 20(2® — 0.5) + 10z* + 52° + &
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Table: Number of realizations that known important features are correctly
ranked in the top positions over 30 realizations..

Exponential Func

Method\|Dyn| | 100 70 50 40 30 20
Corr 0 0 0 0 0 0
HSIC-RFE 30 29 28 22 16 9
Allw|*>-RFE 30 30 28 28 1 0
SD-L-RFE 30 30 30 30 26 17
SD-G-RFE 30 30 29 28 26 13
Additive Func Interactive Func
Method\|Dy-n| | 200 100 70 50 | 200 100 70 50
Corr 15 8 5 3 4 3 2 1
HSIC-RFE 14 5 5 3 7 9 8 6
Allw|]?*-RFE 4 5 11 4| 0 14 9 10
SD-L-RFE 30 27 21 19|30 30 29 12
SD-G-RFE 30 28 23 19| 30 30 30 11
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Figure: Average test MSE against top-ranked features over 30 realizations.
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Real-World Problems

Table: Description of real-world data sets. C, x and e refer to SVR
hyper-parameters C, k, € respectively.

Data sets  |Diyn| |Dist] d C K
mpg 353 39 7 260 2
abalone 1254 2923 8 260 2
cpusmall 820 7372 12 26 2~
2
2
2

|
oot
NN NN

housing 456 50 13 26
pyrim 67 7 27 20
triazines 168 18 60 27!
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Table: t-test on data set cpusmall for 30 realizations

SD-L-RFE Corr HSIC-RFE AJw|>RFE SD-G-RFE
mean mean p- mean p- mean p- mean p-
value value  value value value value value value value

40.39 74.38 0.004 293.6 0.00+ 7545 0.004 6481 0.004

18.99 27.66 0.00+ 8244 0.004 60.09 0.004 19.33 0.55

19.20 22.33 0.01+ 28.57 0.32 39.89 0.00+4 19.22 0.97

CO| | = Do

20.66 21.09 0.49 20.49 0.78 29.36 0.00+ 21.28 0.32

—_

21.64 21.57 0.92 22.49 0.28 25.61 0.004+ 22.52 0.24

—_
N O

23.78 23.78 1.00  23.78 1.00 23.78 1.00 23.78 1.00
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Conclusions

A new wrapper based feature selection method for regression
problem is proposed. It measures the importance of a feature by
the aggregation, over the feature space, of the sensitivity of SVR
probabilistic prediction with and without the feature.

The experiments results show that the proposed method
performs at least as well, if not better, than some of the
benchmark methods in the literature

The advantage of the proposed methods is more significant when
the training data is sparse, or has a low samples-to-features ratio.

As a wrapper method, the computational cost of proposed
methods is moderate.
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