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 Which is the biggest and more powerful? 

 What I can do with the biggest and powerful? 

 A use case at a small scale 

 What’s next? 



The biggest and the powerfull 

 

Motto:  

“The computer industry  

is the only industry that is more 

fashion-driven  

than women’s fashion” [Oracle]” 
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Updated Computing Continuum  
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Asked Google which is the most trendy 
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Characteristics: resources number 
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Top 500: the most powerful ones [June 2012] 
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Projected performance [J. Dongarra, June’12] 
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Top 500: the biggest supercomputers & clusters 
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Sequoia/DOE 

RIKEN 



Cloud:  

the biggest (?) 
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Estimated 900 PB 



Cloud:  

the biggest (?) 
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 June 2012: 



Grids: the biggest 
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InterCloud, multiple Clouds,  

Sky computing, Cross-Clouds … 
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Internet "network of 

networks“ 
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Following the giants: 

‘Big’ and Famous Applications 

on e-Infrastructures 
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“Classical” HPC applications 

10/24/2012 CLASS, Bled 15 

 Type of applications: 

 Weather forecast and climate research 

 Molecular modeling (e.g. crystals, biology, chemistry) 

 Quantum physics and physical simulations (e.g. nuclear fusion) 

 Open HPC applications: 

 Bio-informatics: 

 mpiBLAST, MPI-HMMER 

 Molecular Dynamics: 

 GROMCAS, NAMD, Desmond, OpenAtom 

 Environment/Weather 

 POP, WRF, MM5 



Appls/supercomputers & big clusters [Top500] 

10/24/2012 CLASS, Bled 16 



There are appls which can reach exascale? 

10/24/2012 CLASS, Bled 17 

 E.g. ExaScience Lab, Leuven 

 Space weather predictions 

 DOE – Grand challenge workshop 2011 
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/ 

 Blue Brain project 
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Applications on Grids [EGI statistics] 
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Scientific applications on Clouds 
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 A typical  

   example: 

From: UNDERSTANDING SCIENTIFIC 

APPLICATIONS FOR CLOUD ENVIRONMENTS 

S. JHA, D.S. KATZ, A. LUCKOW, A.MERZKY, K. STAMOU,  

Cloud Computing: Principles and Paradigms,  

Edited by R. Buyya, J. Broberg and A. Goscinski  

2011 John Wiley & Sons, Inc. 

 

 



To port or not to port 

my application? 

A use case. UVT team experience 
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Appl supported on own e-Infras: 

- Crystal growing simulations 

- Airfoil design 

- Data mining in medical databases 

- Expert systems for numerics 

- Membrane computing simulations 

- Earth observation services 

- … 

 

Tools for supporting appls: 

- EpODE, NESS 

- PVMMaple, Maple2Grid 

- ParallelJess 

- GiSHEO, ESIP 

- mOSAIC 

- … 



What we can do with these? [UVT equipments] 
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  Blue Gene/P     Cluster 

4096 cores 

400 cores 



Earth Observation problems 
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 Both computational and data intensive 

 Real time processing confronts several difficulties in one 

single computer and even impossibility 

 Need of a computational environment handling  

 hundreds of distributed databases,  

 heterogeneous computing resources,  

 and simultaneous use 

 



From the small to the big 
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 Simple algorithms: merge 

 

 

 

 

 Computational intensive algorithms 
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Why Clusters      [MedioGrid project] 
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 Store the big data 

 Process the data where they are 

No. of processors  1  2  4 

Time (s)   457  256  168 

Speedup   -  1.78  2.72 

Efficiency   -  89%  68% 

E.g. D.Petcu, V. Iordan, Service based on GIMP for Processing Remote Sensing Images, SYNASC 2006 



Why Supercomputer [HP-SEE project] 
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 Scalable algorithms  

D. Petcu et al,  

Fuzzy Clustering of Large Satellite Images using 

High Performance Computing,  

In Procs of SPIE Volume 8183, no. 818302 (2011), 

SPIE Remote Sensing Conference: High-

Performance Computing in Remote Sensing, 19-

22 September 2011, Prague, 

Doi:10.1117/12.898281 



Why Grids   [                project] 
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 Remote services that can be combined 

 Process the distributed data where they are 

 

 

 

 

 

 
 

http://gisheo.info.uvt.ro 

D. Petcu et al, Experiences in building a Grid-based platform to serve Earth 
observation training activities, Computer Standards Vol. 34 (6), 2012, 493-508, 
10.1016/j.csi.2011.10.010.  



Why Clouds       [          project] 
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 Store old data 

 Share the data 

 Reprocess according 

new algs 

 

 
 Roberto Cossu, Claudio Di Giulio, 

Fabrice Brito, Dana Petcu, Cloud 

Computing for Earth Observation to 

appear in the book Data Intensive 

Storage Services for Cloud Environments, 

2012 

 

 



HPC services  

based on mOSAIC PaaS       [           project] 
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 On-going work 

 First prototype in July 2013 

 

 Reason:  

 offer services to consume the available resources   

 

 

 



Scientific computing: Clouds vs. HPC  
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HPC [Batch processing] 

 Advantages: 

 Fast communications 

 Full capacity usage 

 Reliability 

 Predictable performance 

 

 Disadvantages: 

 Accounting procedures 

 Queues 

 Expensive maintenance 

 Large installations available in 
few countries  

Clouds [Services] 

 Advantages: 

 Fast availability 

 High level of accessibility 

 Programmable e-infrastructure 

 

 Disadvantages: 

 Virtualization overheads 

 Costs charged to the users 

 Large installation usage still on 
request 

 Data transfer is prohibit  

 Non-predictable performance  



What’s next? 
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From the provider point of view 
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 Elastic Cluster 

 G. Mateescu, W. Gentzsch, C.J. Ribbens, “Hybrid Computing—Where 

HPC meets grid and Cloud Computing”,  FGCS 27, 2011 

 Unified model of managed HPC and Cloud resources 

1. dynamic infrastructure management services (of which virtual infrastructure 

management services are a special case);  

2. cluster-level services such as workload management;  

3. intelligent modules that bridge the gap between cluster-level services and 

dynamic infrastructure management services. 

 Goal: execute scientific applications such that it satisfies the timing 

requirements of the applications 

 Timing constraints: deadlines, advance reservations, and best-effort 

 

 



From an application point of view 
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http://www.helix-nebula.eu/ 



To do at application side 
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 Elastic scientific applications  

 E.g. simulators of membrane computing 

 Start with few machines and expand as needed 

 

 Make elastic the components of the applications  

 Follow the example of the loosely coupled components of web 

applications 

 



Take-away 
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 HPC in the Cloud needs to be improved in term of 

services 

 

 Need to exploit elasticity 

 

 


