
Semantic Sentiment Analysis of 
Twitter 

Hassan Saif, Yulan He & Harith Alani 

Knowledge Media Institute, The Open University, Milton 
Keynes, United Kingdom 

 

 

The 11th International Semantic Web Conference ISWC 2012 

Boston- USA 



• Background 

• Twitter Sentiment Analysis  

• Related Work 

• Semantic Sentiment Analysis 

• Evaluation 

• Demo 

• Conclusion 

• Future Work  

 

 

Outline 



Sentiment Analysis 

“Sentiment analysis is the task of identifying 
positive and negative opinions, emotions and 
evaluations in text” 
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The main dish  was 
delicious 

It is a Syrian dish 
The main dish was 
salty and horrible 

Opinion Opinion Fact 



Sentiment Analysis 

 

 

 

• Building a better dictionary 

 

  

 

 

hate   negative 

honest  positive 

inefficient   negative 

love   positive 

… 

Sentiment Lexicon 

I hate iPhone 4s 

I really love iPhone 4s 

Lexical-Based Approach 



Sentiment Analysis 

 

 

 

• Finding the Right Feature 

Learn 

Model 

Apply 

Model 

Naïve Bayes, SVM, MaxEnt , etc. 

Training Set 

Test Set 

Model 

Machine Learning Approach 



Twitter Sentiment Analysis 

– The short length of status update 

 

– Language Variations 

 

– Open Domain 

Challenges 



Twitter Sentiment Analysis 
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Related Work 



Twitter Sentiment Analysis 

• Distant Supervision 

– Supervised classifiers trained from noisy labels 

 

– Tweets messages are labeled using emoticons 

 

– Data filtering process 

Go et al., (2009)   - Barbosa and Fengl. (2010) – Pak and Paroubek (2010)  

Related Work 



Twitter Sentiment Analysis 

• Followers Graph & Label Propagation  

– Twitter follower graph (users, tweets, unigrams 
and hashtags) 

– Start with small number of labeled tweets 

– Applied label propagation method throughout the 
graph. 

Speriosu et al., (2009)   

Related Work 



Twitter Sentiment Analysis 

• Feature Engineering 

– Unigrams, bigrams, POS 

– Microblogging features  

• Hashtags 

• Emoticons 

• Abbreviations & Intensifiers 

Agsrwal et al., (2011) – Kouloumpis et al (2011) 

Related Work 



Semantics 



Semantic Sentiment Analysis 

Extract semantic concepts from tweets data and 
incorporate them into the supervised classifier 
training. 

The Idea 



Semantic Sentiment Analysis 

The Idea 



Semantic Features Incorporation 

(1) Shallow Semantic Methods (Replacement, Augmentation) 

 

Sushi time for fabulous Jesse's last day on dragons den 

@Stace_meister Ya, I have Rugby in an hour 

Dear eBay, if I win I owe you a total 580.63 bye paycheck 
Company 

Person 

Sport 



Semantic Features Incorporation 

Interpolation Method 

 

Vocabulary 

Worms 

Logic Bombs 

Rootkits 

 
MS Word 

 

MS Excel 

DDR2 SDRAM 
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Computer Virus  

Help!. A Trojan Horse virus messes up my laptop. 

Computer Software 

Random-Access Memory 



Semantic Concept Extraction 

• Using three different third-party tools: Zemanta, 
OpenCalais and AlchemyAPI 

• AlchemyAPI extracted the most number of concepts 
and has the highest entity-concept mapping accuracy 

Fig.1. Measuring correlation of semantic concepts with negative/positive sentiment. These se-

mantic concepts are then incorporated in sentiment classification.

OpenCalais and Zemanta. Their experimental results showed that AlchemyAPI per-

forms best for entity extraction and semantic concept mapping. Our datasets consist of

informal tweets, and hence are intrinsically different from those used in [10]. There-

foreweconducted our own evaluation, and randomly selected 500 tweets from theSTS

corpus and asked 3 evaluators to evaluate the semantic concept extraction outputs gen-

erated from AlchemyAPI, OpenCalais and Zemanta.

No. of Concepts Entity-Concept Mapping Accuracy (%)

Extraction Tool Extracted Evaluator 1 Evaluator 2 Evaluator 3

AlchemyAPI 108 73.97 73.8 72.8

Zemanta 70 71 71.8 70.4

OpenCalais 65 68 69.1 68.7

Table 2. Evaluation results of AlchemyAPI, Zemantaand OpenCalais.

The assessment of the outputs was based on (1) the correctness of the extracted

entities; and (2) the correctness of the entity-concept mappings. The evaluation results

presented in Table 2 show that AlchemyAPI extracted the most number of concepts

and it also has the highest entity-concept mapping accuracy compared to OpenCalais

and Zematna. As such, we chose AlchemyAPI to extract the semantic concepts from

our three datasets. Table 3 lists the total number of entities extracted and the number of

semantic concepts mapped against them for each dataset.

STS HCR OMD

No. of Entities 15139 723 1194

No. of Concepts 29 17 14

Table 3. Entity/concept extraction statistics of STS, OMD and HCR using AlchemyAPI.



Evaluation 
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 Datasets 



Evaluation 
 

 
 

– Unigram Features: 

 [I, like, the, new, iPad] 

 

– Part-of-Speech Features 

 [I(p), like(v), the(d), new(a), iPad(n)] 

 

– Sentiment-Topic Features 

[I, like, the, new, iPad] [(1_0), (1_1), (1_1), (1_0)] 
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 Baselines 

I Like the new iPad 



Evaluation 

Semantic Features Incorporation (F-measure) 

Average sentiment classification accuracy (%) using different 
methods for incorporating the semantic features. Accuracy 
here is the average harmonic mean (F measure) obtained 
from identifying positive and negative sentiment. 



Evaluation 

Cross Comparison (F-Measure) 



Evaluation 

Cross Comparison (F-Measure) 



Tweenator 

www.tweenator.com 



Conclusion  
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• Twitter Sentiment Analysis is very challenging problem. 
 

• We proposed using semantic features for Twitter SA using three 
different methods: replacement, augmentation and interpolation.  
 

• We found that the interpolation method outperforms the other two 
methods. 
 

• We compared our features with three different baselines and 
showed that semantic features on average are more precise 
amongst them. 
 

• There is no winning approach. The accuracy of classifying with some 
feature selections can be sensitive to the size of the datasets and 
their topical-focus. 
 
 
 



Future Work 

• Extracting Semantic Entities and Concepts 
– Explore more fine-grained approach for the entity extraction and the 

entity-concept mapping 

 

• Selective Interpolation Method 
– Interpolate semantic concepts based on their contribution to the 

classification performance. 

 

• 3-way Sentiment Analysis 
– Propose a hyper classifier that is able to work with Objective and 

Subjective tweets. 
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