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Topic Models 



Topic Models and Metadata 

• Topic Models are useful to organize text corpora 
in a meaningful but unsupervised way 

• The classical Latent Dirichlet Allocation disregards 
context information and meta data such as 

– Author 

– Time and Place of creation 

– Part of book, journal, proceedings, series etc. 

– People to which document is addressed 

– Web links and citations 

 



Documents in Context 



Related Work 

• Latent Dirichlet Allocation [Blei, Ng, & Jordan, 
2003] 

• Dynamic Topic Models [Blei and Lafferty, 2006] 
• A correlated topic model of Science [Blei and 

Lafferty 2007] 
• Topic models conditioned on arbitrary features 

with Dirichlet-multinomial regression. [Mimno 
and McCallum, 2008] 

• Relational Topic Models for document networks 
[Chang & Blei, 2009] 
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Topic Model as Matrix Factorization 



Conditional Topic Model 



Kernel Topic Model 



Latent Dirichlet Analysis 

Topic assignments 

Topic proportions 

Topic descriptions 



Kernel Topic Model 



Kernels/Covariance Functions on 
Documents 

• Kernel over documents based on meta-data 
– Author 

– Time 

– Location 

– Publication 

• Kernel over documents based on their link 
structure 
– Web Link structure 

– Citation structure 

– Social network of authors 
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Kernel Topic Model: Laplace Bridge 



Inference: The Laplace Bridge 

• Laplace approximation: 

– Find mode of posterior distribution 

– Fit Gaussian distribution based on mode/curvature 

– Evaluate approximate posterior integrals etc. 

• Laplace approximation is basis dependent and 
MacKay, 1998, suggests using a softmax basis 

• Here we use the Laplace approximation in the 
softmax basis to transform probability messages 
into unconstrained (Gaussian) messages and back 



Laplace approximation: softmax basis 



From Dirichlet to Gaussian (and back) 



Beta distributions approximated in 
Softmax basis  

Simplex Basis Softmax Basis 



Gaussian “Dirichlet” in Action 



Inference: Laplace Bridge vs MCMC 
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State of the Union 



State of the Union: Kernel Topic Model 



State of the Union: Linear Model 



State of the Union: Perplexity 



More Perplexity 

Discontinuities in the learning curve for the KTM 
correspond to optimization of the hyper parameters 



Conclusions 

• Make use of document meta-data and link 
structure to improve topic models 

• Use kernel/Gaussian process framework to 
integrate such context information into topic 
distribution in LDA 

• Laplace bridge is a useful tool to bridge the 
divide between an unbounded vector space 
and probability vectors  other applications? 


