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Introduce. Due to the time constraint, please come to my poster presentation for technical details.
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Are all members in an ensemble necessary?[1]

[1]: Margineantu et al., 1997
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As is known, an ensemble is a set of classifiers making predictions collectively. Ensemble methods have been shown to be successful in many applications. One problem of existing ensemble methods is that they tend to build large ensembles. One question was then raised, are all the classifiers in the ensemble necessary?
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The answer is NO in many cases. In this paticular case, some members can be taken out without hurting the ensemble. The technique to construct subensembles that are as good as or even better than whole ensembles is called ensemble pruning or seletive ensembles.



• Many could be better than all[2]

• Orientation Ordering[3] (OO)

[2]: Zhou et al., 2002
[3]: Mart´ınez et al., 2006

Autos
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It has been proven that subensembles can be better than the whole ensemble. As one example, One state-of-the-art pruning method is called orientation ordering, given an ensemble, this approach reorders the members of the original bagging ensemble. By incorporating members according to this order, subensembles that outperforms the whole ensemble can be constructed. For example, as is shown on this UCI data set “autos”, as the ensemble sizes increase, mean error of bagging ensembles goes monotonically down, but subensembles constructed by OO reach the lowest error when choosing only a small portion of members, and the subensembles are better than the whole ensembles. The approach we are taking is similar to OO in that it reorders the ensemble members, but different in how to reorder them.



• Ensemble Pruning via Individual Contribution Ordering (EPIC)

Autos
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EPIC, is the abbreviation of ensemble pruning via individual contribution ordering. As you can see, on the same data set,, outperforms OO. We conducted experiments on 26 data sets, the results will be shown later. 



Our Approach

• As for any ensemble method, 
appropriately handling the 
accuracy/diversity tradeoff is crucial
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This means both accuracy of ensemble members and the diversity of the ensemble are important.



Heuristic of Individual Contribution

Correct but in the minority

Correct and in the majority

Incorrect and in the minority

Incorrect but in the majority

Positive contribution

Negative contribution
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Now let me introduce our heuristic for ordering ensemble members, which is called individual contribution. Note that this contribution is defined as the expected performance in subensembles of an ensemble member. One ensemble member’s prediction on one data point has four cases. Blah blah. Intuitively, each correct prediction makes a positive contribution, and each incorrect prediction makes a negative contribution. On top of that, we give the order of contributions for the 4 cases. This is because when a member is both correct and in the minority, it is both accurate and contributes more diversity to the ensemble, because it is different from most of the peer members. When a member is both incorrect and in the majority, it is neither accurate nor contributes much diversity to the ensemble. This is the main contribution of this paper. Based on these insights, we designed a measure to numerically evaluate each ensemble member’s contribution. For the sake of time, I won’t introduce it in detail. I am happy to discuss it offline, and I will present the details during poster session.



Ensemble Pruning via Individual 
Contribution ordering: EPIC

• 1) Train an ensemble of classifiers
• 2) Calculate individual contribution of 

each classifier on a selection set
• 3) Reorder individual classifiers by 

decreasing contribution
• 4) Output the first x percent individual 

classifiers for prediction; x is given
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Several times on several data sets



Results – autos
•One data set (autos)
•300 independent runs, ensemble size 200
•Base learner: J48 decision tree
•ensemble method: bagging 
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The first model does this, as you add more models, error goes down.



Results – summary
•26 data set from UCI
•On each set, 300 independent runs, ensemble size 200
•Base learner: J48 decision tree
•ensemble method: bagging 

•EPIC outperforms both bagging and OO on two different settings
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EPIC outperforms the whole bagging ensembles and OO regardless of wheter to take the first 15% or 30% of the ensemble members according to the order. 



Conclusions and Future work
• Contribution in decreasing order: correct but in the 

minority, correct and in the majority, incorrect and in 
the minority, incorrect but in the majority

• EPIC is a single-parameter, fast (pruning time 
O(mlogm)) and effective (outperforms OO) pruning 
method

• Future work
– Make EPIC parameterless
– Test and generalize EPIC with different base 

classifier types, different ensemble methods and 
heterogeneous ensembles

– Design better individual contribution measure
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Different classifier types, methods, homo and heterogeneous ensembles
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