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Some numbers

MIT MOOC (MITx - 6.002x: Circuits and Electronics.), 

• 154,763 registrants.

• 69,221 people (45% ) looked at the first problem set, 

• 26,349 earned at least one point (17%)

Midterm assignment

• 13,569 people looked at it while it was still open 

• 9,318 people got a passing score on the midterm (6%) 

• 7,157 people earned the first certificate (4,6% of the 
enrolled, i.e. 27% of those who really manifested 
interest). 



Some numbers

• Coursera’s Social Network Analysis class 

• 61,285 students registered, 

• 1303 (2%) earned a certificate, 

• 107 earned "the programming (i.e. with 
distinction) version of the certificate” (0.17%).



Questions

• Where do the students come from? 
• Which videos are most popular, and which ones attract little 

interest? 
• Are students actually watching the videos on the assigned dates?
• Are viewers watching all the way through? 
• At what point in the lecture, if any, do viewers stop watching?
• Are there any portions of the videos that are being watched 

repeatedly?
• Are the students watching the videos by the assigned deadlines?
• Do the videos generating active user engagement?  Do students 

edit, share, download the material?



Do "students" take the entire 

course?

Stats over 15 weeks



What do row data tell us?

• N students watched lecture K

• M students repeatedly watched the fragment 
between time T1 and T2 in lecture K



What o we need to make these data 
more meaningful?

Semantics !

But how do we get semantic 
information?



Granularity

How is the (video)lecture structured?

• According to logistic constraints

• Divided in small chunks (10 min at most)



How to generate semantic marking?

1. For ppt-based lectures, we can automatically 
extract markers from the slides



LODE



Multiple cognitive channels
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A first step



Using ASR to extract some meaning

1. Automatic speech recognition 
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• Natural Language Processing to extract 
meaning from a fragment

Multimedia Indexing
(speech driven) 



Video annotation

3. User contribution 

• Social (video) bookmarking – tagging –
annotation

• Human computing (a la Van Ahn)



Conclusion

• We MUST enrich our media!

– Better user experience

– Better analytics


