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THE PROBLEM

M(n × p, R)

n � 103 samples

p � 105 genes / 106 SNPs

A result of a classification/ranking

procedure is a list of biomarkers,

ranked according to their

relevance for the classifier.

To ensure repeatability and not to incur in overfitting due to information leakage

phenomena and such as the selection bias, methodology has to be carefully designed.

THE NEED FOR A BIOMARKERS STABILITY MEASURE. . .
1 . . . for the resampling scheme of an experiment;

2 . . . for the comparison of different schemes;

3 . . . to guarantee reproducibility of the study.

Unlike the classifier case, no consolidated theory exists in literature for feature

selection stability.



  

CITING BOULESTEIX & SLAWSKI...

Ranked gene lists are highly instable in the sense that similar measures of
differential gene expression may yield very different rankings, and that a
small change of the data set usually affects the obtained gene list
considerably. Stability issues have long been under-considered in the
literature, but they have grown to a hot topic in the last few years, perhaps as
a consequence of the increasing skepticism on the reproducibility and clinical
applicability of molecular research findings.

Stability and aggregation of ranked gene lists, Briefings in Bioinformatics 2009

Solution: the algebraic theory of the metric methods for permutation groups.

Using quotient groups, module awareness and extensions to partial lists can be

automatically inherited.



  

AN ALGEBRAIC APPROACH

A key fact in biomarker lists is that

variations in the upper part of the

lists are much more relevant than

differences in the lower part.

THE CANBERRA DISTANCE

Ca(τ, σ) =
nX

i=1

|τ(i)− σ(i)|
τ(i) + σ(i)

Given a set of lists L = {Lt}b
t=1

of p
features, the computation of all mutual

distances leads to the construction of a

symmetric distance matrix
M ∈M(b × b, R+).

Then the corresponding histogram can be

built.

The histogram can be approximated by a

gaussian distribution (asymptotically

proved). n = 100, p = 500, b = 100, SVM-RFE, D = Ca

INDICATORS

It is thus possible to use the mean of the matrix M as measures of the mutual list

distance in the set L.



  

ACCURACY AND STABILITY

Intuitively, the more mutually different the lists, the more unstable the problem (either

because of the data or because of the employed classification procedure).

It is worthwhile to study a problem in the stability/accuracy space, to derive a

Pareto-like front.

Thus we can analyze a dataset in the accuracy vs.

stability space.

Left-down direction indicates better performance.

This diagnostic plot allows the comparison of

different datasets, different profiling methods

(classifiers/feature ranking algorithm) and different

models.

Error vs. stability indicator for different profiling methods

(LSVM/ERFE,LSVM/1RFE,TRSVM/1RFE) and cancer datasets (Breast, Ovarian);

each point corresponds to a feature subset size, indicated for extremal models

A correlation between stability and predictivity in the US-FDA led initiative MAQC-II

has been detected both in training and validation sets: the more similar the signatures,

the better the average predictions.
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