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Semantic Search on Videos

4242 42 4224424242 42 4242

To enable content-based, semantic search on videos:

• authoritative metadata

• non-authoritative metadata (e.g. tags)

• content-related, time-referenced metadata

‣ content-based segmentation

‣ OCR - Optical Character Recognition

‣ ASR - Automated Speech Recognition

• semantic analysis of textual metadata
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Semantic Analysis on Video Metadata
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Semantic Analysis on Video Metadata

Title: The birth of the computer
Speaker: George Dyson

Authoritative Metadata
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Semantic Analysis on Video Metadata

Entity-based search 

on video archive
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Challenges of Analyzing Video Metadata

Automated Text Extraction

Advantage Disadvantage

• time-referenced metadata
• minimum of manual effort

• error rates!
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Challenges of Analyzing Video Metadata

Automated Text Extraction

Advantage Disadvantage

• time-referenced metadata
• minimum of manual effort

• error rates!

Subsurface

Error rates

Video OCR:  < 65%
ASR:          < 50%
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Challenges:

• context-driven disambiguation of textual information

• heterogenous context

‣ different sources - different reliabilities

‣ different text types

‣ dragging of error rates 4242 42 4224424242 42 4242
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Disambiguation within a Context

Title: The birth of the computer
Speaker: George Dyson

... was Thomas Hobbes who in 1651 explained how 
arithmetic and logic are the same thing ...
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Contextual Descriptions - Approach

• Scoring of Metadata Items

• Calculation of a Confidence Value (0.0...1.0), consisting of:

‣ Source Reliability

‣ Source Diversity

‣ Text Type

‣ Class Cardinality

• Disambiguating the Metadata items in order 

according to confidence value

http://adExchanger.com

http://addchanger.com
http://addchanger.com
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(Textual) Metadata Sources for Video Documents:

• Authoritative Sources: Person, who uploaded or created video

• Non-Authoritative Sources: Human, but not Authors, e.g. tags

• ASR: Automated Speech Recognition

• OCR: Optical Character Recognition

13

Source Reliability
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Source Diversity

Subsurface
OCR
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Source Diversity

Subsurface
OCR

E.g.: 4 different source types:
• Authoritative
• Non-Authoritative
• ASR
• OCR
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Source Diversity

Subsurface
OCR

1/4 = 0.25

E.g.: 4 different source types:
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• Non-Authoritative
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3 different text types within video metadata:

• keyterms - speaker information, production place, keywords

• natural language text - descriptive texts, title, ASR, OCR

• tags

15

Text Type
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Text Type

Text processing goal: Identify key terms within the texts

keyterms 1.0 Speaker: George Dyson
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Some metadata items can be determined 

to be an instance of a distinct ontology class, e.g.:

• Speaker information - Person

• Film location - Place

• NER tagger on natural language text: Person, Place or Organisation

16

Class Cardinality

word types in text. This tagger has an accuracy rate of 56% per sentence[9],
which leads to vtt = 0.56. By using this rate as reliability value for running text
we have a measure independent from text length. POS tagging is not needed
for context items that are given as key terms. But still, to allow an uncertainty
we determine the reliability of key terms slightly lower than for typed literals as
vtt = 0.9.

Class Cardinality The contextual factor of class cardinality corresponds to the
number of instances the assigned ontology class contains. In general a descriptive
text does not refer to a specific ontology class, if a CRF classifier does not find
any classes in the text. The entities found in such a text can be of any type.
In that case the context items found in this natural language text are assigned
to the most general class, � class of the ontology9 and the class cardinality
is highest. According to the ontology class cl assigned to the metadata item
and its known cardinality the value vcl is calculated proportional to the overall
number of all known entities (|�|), where � denotes the most general class
containing all individuals of the knowledge base, and |�| denotes the number
of all instances pertaining to this class. A high class cardinality entails a high
ambiguity. Therefore, the value vcl is inverted to reflect a reverse proportionality
regarding the amount of the value and the ambiguity:

vcl = 1− |cl|
|�|

Example: A context item of a video might be identified as Person (by uploading
author or by an automatic NER tagging tool). Using the DBpedia Version 3.8.0
as knowledge base, the class “Person” contains 763,644 instances. owl:Thing as
top class of the DBpedia ontology holds 2,350,907 instances. Accordingly, the
confidence value vcl = 1 − 763,644

2,350,907 = 0.67 for a context item assigned to the
DBpedia ontology class “Person”.

The number of entity candidates of a term can also be a measure for the
prospective ambiguity of the term. However, evaluations showed better results for
the approach on class cardinality. Details on the evaluation results are described
in Section 5.

After calculating each confidence value for the four constituents of the con-
textual description the total confidence value for a context item calculates as
follows:

c =
vc + vsd + vsr + vtt

4

3.2 Exemplary Confidence Calculation for Context Items

Let an example video have the following authoritative metadata information:

9 which means, all entities of the knowledge base have to be considered and the amount
cannot be restricted to a certain class

assigned class

root class of ontology / used 
knowledge base

DBpedia 3.8.0: Items assigned to Person

Items assigned to Organisation

0.85

0.96

Items not assigned to a class 0.0
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word types in text. This tagger has an accuracy rate of 56% per sentence[9],
which leads to vtt = 0.56. By using this rate as reliability value for running text
we have a measure independent from text length. POS tagging is not needed
for context items that are given as key terms. But still, to allow an uncertainty
we determine the reliability of key terms slightly lower than for typed literals as
vtt = 0.9.

Class Cardinality The contextual factor of class cardinality corresponds to the
number of instances the assigned ontology class contains. In general a descriptive
text does not refer to a specific ontology class, if a CRF classifier does not find
any classes in the text. The entities found in such a text can be of any type.
In that case the context items found in this natural language text are assigned
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and its known cardinality the value vcl is calculated proportional to the overall
number of all known entities (|�|), where � denotes the most general class
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Example: A context item of a video might be identified as Person (by uploading
author or by an automatic NER tagging tool). Using the DBpedia Version 3.8.0
as knowledge base, the class “Person” contains 763,644 instances. owl:Thing as
top class of the DBpedia ontology holds 2,350,907 instances. Accordingly, the
confidence value vcl = 1 − 763,644
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Items assigned to Organisation

0.85

0.96

Items not assigned to a class 0.0

... was/O Thomas/PERSON Hobbes/PERSON who/O in/O 
1651/DATE explained/O how/O arithmetic/O and/O logic/
O are/O the/O same/O thing/O ...
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Evaluation Data Set

Video Metadata of 5 TED talks

• 211 content-based segments

• 822 Metadata Items

• 1 - 1000 words per Metadata item

• 2550 entities identified

Download @ http://bit.ly/15a1YC0

http://bit.ly/15a1YC0
http://bit.ly/15a1YC0
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Source Confidence Disambiguation Score

ASR 0,7 0,2

OCR 0,7 0,2

Authoritative 0,25 0,0

Tags 0,4 0,0

Dynamic Context Generation

Further Evaluation Findings -
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Further Evaluation Findings -
Context Boundaries

ASRASR OCROCR TagsTags

Recall Precision Recall Precision Recall Precision

segment-based 55,0 61,0 56,0 24,0 71,0 69,5

video-based 53,0 46,0 51,0 21,0 69,0 68,0

Context Boundary

PLAY
content-based 
segments
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• Semantic analysis of videos exploiting metadata extracted from 

various sources

• Introduction of contextual descriptions model:

‣ scoring of video metadata

‣ order metadata items for subsequent disambiguation

• Evaluation on video dataset

‣ improve precision and/or recall especially on text from sources with 

low confidence
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Ongoing & Future Work
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• Weighting of single confidence value parts for total calculation

• Additional confidence „scorers“

• Negative context scoring

‣ Penalties for links to negative context entities

‣ comprehension of topic clusters

• Use of different knowledge bases - DBpedia, GND, etc.

• Comprehension of User context

http://adExchanger.com

http://addchanger.com
http://addchanger.com
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