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Big Question

• What determines specific 
expression of each gene?

Gasch et al, Mol. Bio Cell. 2000
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Key Questions

Combinatorial Interactions
Enormous number of responses (modules)
Limited number of signaling pathways and TFs
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Combinatorial Network

Hog1 response is mediated through a dense 
overlapping regulatory circuit

Why?
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rate limiting in these genes. Some of them may be regulated at initiation 
(step 3) or promoter escape (step 4). In the case of regulation at initia-
tion, the Pol II associated with the 5ʹ end of the gene is contained within 
a PIC, and activators may regulate open-complex formation by recruit-
ing or stimulating factors important for this step. For example, Mediator 
can interact with two GTFs crucial for unwinding DNA and forming 
open complexes: TFIIE and TFIIH18,22. Therefore, activators recruiting 
Mediator may increase the rate of open-complex formation. In the case 
of regulation at promoter escape/clearance, the Pol II associated with 
the 5ʹ end of the gene has initiated transcription but cannot transcribe 
to the promoter-proximal pause region owing to the instability of the 
RNA–DNA duplex and the inability of Pol II to break contacts with fac-
tors establishing the PIC. This can lead to abortive initiation4. Activa-
tors may mitigate these problems, but results on the extent of regulation 
at step 4 or how this happens in vivo are limited so far. TFIIH is again 
important for this step, not only for further unwinding of downstream 
DNA but also for the TFIIH-dependent Ser 5 CTD phosphorylation that 
occurs around this step, which may aid in breaking Pol II contacts with 
some promoter-bound factors23. Indeed, an activator can promote this 
phosphoryl ation in vitro24, and Mediator enhances the TFIIH-dependent 
phosphoryl ation  of the CTD19.

Assays other than ChIP have shown that the Pol II that is enriched 
on the 5ʹ ends of many genes is already engaged in transcription but is 
held paused12. Directed studies of specific genes in the 1980s showed that 
Pol II was at high density on the 5ʹ ends of some genes, and this Pol II 
was extensively characterized in focused studies of Drosophila Hsp70 

and other heat-shock genes (Box 2; reviewed in ref. 25). Upon activation, 
the paused Pol II on Hsp70 is released into productive elongation, and 
Pol II becomes evenly distributed across the gene. This indicates that the 
activator is regulating the transition from the paused state to productive 
elongation (step 5). P-TEFb is a major switch that has a critical role in 
facilitating the transition of Pol II from promoter-proximal pause sites into 
productive elongation26 at most (if not all) genes; inhibition of P-TEFb dra-
matically decreases global transcription27. P-TEFb interacts directly with 
some activators28–30, but others rely on different mechanisms to recruit 
P-TEFb indirectly (reviewed in ref. 31). Although P-TEFb is important 
for pause escape, Pol II still elongates many dozens of base pairs from 
the canonical Hsp70 pause sites when P-TEFb is inhibited during heat 
shock26. Therefore, there may be other P-TEFb-independent mechanisms 
for releasing paused Pol II. In addition, elongation requires nucleosome 
loss or remodelling to occur, and it has been proposed that nucleosomes 
block the escape from pausing32.

At present, the case for regulation at later stages (steps 6–8) in the 
transcription cycle is hard to make, but hints of such regulation exist33. 
It seems probable, for some genes, that cells have evolved means of at 
least modest regulation at these stages in response to cellular signals. 
Activator-dependent loss of nucleosomes aids in elongation (step 6). 
Additionally, the activator-dependent GTF-stabilizing interactions 
discussed earlier are important for recycling and reinitiation of Pol II 
(step 8). Some GTFs can remain associated with the promoter after the 
Pol II has escaped, and they form a scaffold that allows Pol II to initiate 
efficiently in successive rounds of transcription34.

Figure 2 | The transcription cycle is a multistep process. Step 1: 
chromatin opening. The repressed gene and regulatory region are 
entirely packaged as nucleosomes (green). An activator (orange oval) 
binds and recruits nucleosome remodellers to clear the promoter. 
Step 2: PIC formation. A second activator (yellow diamond) binds, 
promotes the binding of GTFs (blue rectangle) and recruits coactivators 
(green hexagon), facilitating Pol II (red rocket) entry to the PIC. 
Step 3: initiation. DNA is unwound (oval inside Pol II) at the TSS, and 
an open complex is formed. Step 4: promoter escape/clearance. Pol II 
breaks contacts with promoter-bound factors, transcribes 20–50 bases 
downstream of the TSS, produces an RNA (purple line) and pauses, 
partially mediated by SPT4−SPT5 in Drosophila (pink pentagon) and 

negative elongation factor (NELF) complex (purple circle). The Ser 
residues at position 5 (Ser 5) of the Pol II carboxy-terminal domain 
(CTD) repeats are phosphorylated (red P) during this step. Step 5: escape 
from pausing. P-TEFb (blue triangle) is recruited directly or indirectly by 
the activator and phosphorylates Ser 2 of the Pol II CTD repeats, SPT5 
and the NELF subunits (blue Ps). NELF dissociates from the rest of the 
complex. Pol II escapes from the pause, either terminating or entering 
productive elongation. Step 6: productive elongation. Nucleosomes 
are disassembled and reassembled as the Pol II elongation complex 
transcribes through the gene. Step 7: termination. After the Pol II 
complex transcribes the gene, it is removed from the DNA, and the RNA 
is released. Step 8: recycling. The freed Pol II can reinitiate. 
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Benefits of regulating at different steps
As suggested from this discussion, activators can act during distinct steps 
in transcription in vivo. Certain activators, such as Sp1 in mammals, tar-
get early steps in the cycle, whereas others, such as those with an acidic 
activation domain, can target early elongation/escape from pausing. Stud-
ies suggest that the distinct sets of targets may be independent of one 
another. The very strong viral acidic activator VP16 seems to act at both 
early and pausing escape steps35. The effect of Drosophila activator HSF 
on nucleosome removal could be separated from its effects in stimulating 
transcription on the Hsp70 gene36. The ability of activators to stimulate 
multiple slow steps can lead to a much more rapid and robust activation 
through a kinetic synergism (reviewed in ref. 37).

The different steps in transcription provide multiple targets for the 
evolution of regulatory mechanisms. A block at early stages of promoter 
accessibility provides a means of placing a gene under tight control. An 
activator that stimulates nucleosome removal to unmask the promoter 
would allow that first step to occur; however, the gene could then require 
additional activators to stimulate later steps that eventually produce a 
messenger RNA. Thus, the activation of a gene could be regulated by a 
combination of signals that each acts on particular activators and their 
targeted steps, resulting in tight control; an example of such a gene is 
PHO5 (Box 1).

The promoter-proximal paused Pol II seems to provide a means of 
achieving a rapid, and perhaps synchronous, activation of gene expres-
sion38. The paused Pol II has already progressed through multiple processes 

that can be slow and stochastic, and a transcriptional activator, acting on a 
preloaded paused Pol II, allows a rapid transition into productive elonga-
tion. Genes with paused Pol II seem not to be in a completely transcrip-
tionally ‘off ’ state12. Therefore, regulation of pausing may sacrifice tight 
control of RNA production in favour of the uniform and rapid response of 
a gene. The heat-shock genes are a classic example of this regulation: their 
rapid induction seems critical in responding to a stress that is normally 
lethal (Box 2). Other stress-response genes, such as those responsible for 
DNA-damage, unfolded-protein and immune-response pathways, are also 
enriched in paused Pol II6,12. In the early embryo, narrow bands of cells 
must respond rapidly and uniformly to developmental signals, and genes 
that respond to these signals are also highly enriched in paused Pol II at 
the developmental stage at which they must be turned on7.

A wish list for future approaches
Although many powerful methodologies have been developed for inves-
tigating mechanisms of gene regulation in vivo, there follows a wish list of 
key tools and approaches for the future. This list is not meant to be com-
prehensive, and the approaches described benefit both from the inter-
play with in vitro studies, which provide critical tests of mechanisms and 
quantification of binding and rate constants for factor interactions, and 
from structural studies, which provide insight into the precise molecular 
architectures of proteins and larger macromolecular complexes.

First in the list are protein–DNA crosslinking technologies (for 
molecular imaging), which produce snapshots of transcription-factor 

Transcription from the Saccharomyces cerevisiae 
acid-phosphatase gene PHO5 (see figure, 
panel a) is regulated at the level of activator 
recruitment and eviction of four positioned 
nucleosomes (brown, −1 to −4) from the 
upstream regulatory and promoter region51,52. 
Pho2, a homeodomain-containing activator, 
and the histone acetyltransferase complex 
NuA4, which acetylates histones H4 and H2A 
(purple Ac) before induction, are both present 
at the promoter. Phosphate (Pi) starvation (see 
figure, panel b) induces PHO5 by activating 
the cyclin-dependent-kinase inhibitor Pho81 
(not shown), which inhibits the Pho80−Pho85 
kinase complex (also not shown) and allows 
accumulation of the active unphosphorylated 
form of the basic helix–loop–helix activator Pho4 
in the nucleus53. Pho4 binds mainly to the low-
affinity UASp1 within the hypersensitive site that 
is flanked by two positioned nucleosomes on 
each side, and cooperatively interacts with Pho2. 
This Pho4−Pho2 complex triggers disruption 
of the positioned nucleosomes, and this event 
is concurrent with Pho4 binding to the high-
affinity UASp2 and induction of transcriptional 
activation in a manner that depends on the 
acidic transactivation domain of Pho4 and on 
NuA4 (refs 54–56).

After Pho4 binding, the positioned 
nucleosomes become hyperacetylated 
(light mauve Ac) through the histone-
acetyltransferase activity of the SAGA subunit 
Gcn5 and then undergo remodelling (see figure, 
panel b) before being evicted (see figure, panel c, 
green arrow) from the promoter. Both Swi/Snf 
and Ino80 complexes have been implicated in 
chromatin remodelling at PHO5 (refs 56, 57). 
The H3–H4 histone chaperone Asf1 has also 
been shown to play a part in the eviction 
process58,59. Although Gcn5, Asf1 and chromatin 
remodellers are not essential for PHO5 induction, 

their deletion results in a kinetic delay in the 
loss of nucleosomes and gene activation. These 
observations indicate that multiple mechanisms 
are in place for remodelling and eviction of 
the positioned nucleosomes at PHO5. The 
co-regulated PHO8 gene is dependent on Gcn5 
and Swi/Snf60, indicating that these nucleosome 
modifications and remodelling events can 
have a range of effects on the Pho4-mediated 
activation of this co-regulated gene family.

Other phosphate-responsive genes are also 
induced during Pi starvation. But the degree 

of sensitivity to environmental Pi and the 
extent of expression on induction vary greatly 
among these genes. A recent study showed 
that variabilities in the activation threshold 
and transcription range of phosphate-system 
genes are governed, respectively, by the 
accessibility of high-affinity Pho4-binding sites 
before induction and the affinity and number 
of these Pho4-binding sites61, highlighting the 
role of activator binding-site accessibility and 
nucleosome positioning on the dynamic range 
of transcriptional output.

Box 1 | The Saccharomyces cerevisiae PHO5 gene is regulated at the chromatin-opening step
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rate limiting in these genes. Some of them may be regulated at initiation 
(step 3) or promoter escape (step 4). In the case of regulation at initia-
tion, the Pol II associated with the 5ʹ end of the gene is contained within 
a PIC, and activators may regulate open-complex formation by recruit-
ing or stimulating factors important for this step. For example, Mediator 
can interact with two GTFs crucial for unwinding DNA and forming 
open complexes: TFIIE and TFIIH18,22. Therefore, activators recruiting 
Mediator may increase the rate of open-complex formation. In the case 
of regulation at promoter escape/clearance, the Pol II associated with 
the 5ʹ end of the gene has initiated transcription but cannot transcribe 
to the promoter-proximal pause region owing to the instability of the 
RNA–DNA duplex and the inability of Pol II to break contacts with fac-
tors establishing the PIC. This can lead to abortive initiation4. Activa-
tors may mitigate these problems, but results on the extent of regulation 
at step 4 or how this happens in vivo are limited so far. TFIIH is again 
important for this step, not only for further unwinding of downstream 
DNA but also for the TFIIH-dependent Ser 5 CTD phosphorylation that 
occurs around this step, which may aid in breaking Pol II contacts with 
some promoter-bound factors23. Indeed, an activator can promote this 
phosphoryl ation in vitro24, and Mediator enhances the TFIIH-dependent 
phosphoryl ation  of the CTD19.

Assays other than ChIP have shown that the Pol II that is enriched 
on the 5ʹ ends of many genes is already engaged in transcription but is 
held paused12. Directed studies of specific genes in the 1980s showed that 
Pol II was at high density on the 5ʹ ends of some genes, and this Pol II 
was extensively characterized in focused studies of Drosophila Hsp70 

and other heat-shock genes (Box 2; reviewed in ref. 25). Upon activation, 
the paused Pol II on Hsp70 is released into productive elongation, and 
Pol II becomes evenly distributed across the gene. This indicates that the 
activator is regulating the transition from the paused state to productive 
elongation (step 5). P-TEFb is a major switch that has a critical role in 
facilitating the transition of Pol II from promoter-proximal pause sites into 
productive elongation26 at most (if not all) genes; inhibition of P-TEFb dra-
matically decreases global transcription27. P-TEFb interacts directly with 
some activators28–30, but others rely on different mechanisms to recruit 
P-TEFb indirectly (reviewed in ref. 31). Although P-TEFb is important 
for pause escape, Pol II still elongates many dozens of base pairs from 
the canonical Hsp70 pause sites when P-TEFb is inhibited during heat 
shock26. Therefore, there may be other P-TEFb-independent mechanisms 
for releasing paused Pol II. In addition, elongation requires nucleosome 
loss or remodelling to occur, and it has been proposed that nucleosomes 
block the escape from pausing32.

At present, the case for regulation at later stages (steps 6–8) in the 
transcription cycle is hard to make, but hints of such regulation exist33. 
It seems probable, for some genes, that cells have evolved means of at 
least modest regulation at these stages in response to cellular signals. 
Activator-dependent loss of nucleosomes aids in elongation (step 6). 
Additionally, the activator-dependent GTF-stabilizing interactions 
discussed earlier are important for recycling and reinitiation of Pol II 
(step 8). Some GTFs can remain associated with the promoter after the 
Pol II has escaped, and they form a scaffold that allows Pol II to initiate 
efficiently in successive rounds of transcription34.

Figure 2 | The transcription cycle is a multistep process. Step 1: 
chromatin opening. The repressed gene and regulatory region are 
entirely packaged as nucleosomes (green). An activator (orange oval) 
binds and recruits nucleosome remodellers to clear the promoter. 
Step 2: PIC formation. A second activator (yellow diamond) binds, 
promotes the binding of GTFs (blue rectangle) and recruits coactivators 
(green hexagon), facilitating Pol II (red rocket) entry to the PIC. 
Step 3: initiation. DNA is unwound (oval inside Pol II) at the TSS, and 
an open complex is formed. Step 4: promoter escape/clearance. Pol II 
breaks contacts with promoter-bound factors, transcribes 20–50 bases 
downstream of the TSS, produces an RNA (purple line) and pauses, 
partially mediated by SPT4−SPT5 in Drosophila (pink pentagon) and 

negative elongation factor (NELF) complex (purple circle). The Ser 
residues at position 5 (Ser 5) of the Pol II carboxy-terminal domain 
(CTD) repeats are phosphorylated (red P) during this step. Step 5: escape 
from pausing. P-TEFb (blue triangle) is recruited directly or indirectly by 
the activator and phosphorylates Ser 2 of the Pol II CTD repeats, SPT5 
and the NELF subunits (blue Ps). NELF dissociates from the rest of the 
complex. Pol II escapes from the pause, either terminating or entering 
productive elongation. Step 6: productive elongation. Nucleosomes 
are disassembled and reassembled as the Pol II elongation complex 
transcribes through the gene. Step 7: termination. After the Pol II 
complex transcribes the gene, it is removed from the DNA, and the RNA 
is released. Step 8: recycling. The freed Pol II can reinitiate. 
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Benefits of regulating at different steps
As suggested from this discussion, activators can act during distinct steps 
in transcription in vivo. Certain activators, such as Sp1 in mammals, tar-
get early steps in the cycle, whereas others, such as those with an acidic 
activation domain, can target early elongation/escape from pausing. Stud-
ies suggest that the distinct sets of targets may be independent of one 
another. The very strong viral acidic activator VP16 seems to act at both 
early and pausing escape steps35. The effect of Drosophila activator HSF 
on nucleosome removal could be separated from its effects in stimulating 
transcription on the Hsp70 gene36. The ability of activators to stimulate 
multiple slow steps can lead to a much more rapid and robust activation 
through a kinetic synergism (reviewed in ref. 37).

The different steps in transcription provide multiple targets for the 
evolution of regulatory mechanisms. A block at early stages of promoter 
accessibility provides a means of placing a gene under tight control. An 
activator that stimulates nucleosome removal to unmask the promoter 
would allow that first step to occur; however, the gene could then require 
additional activators to stimulate later steps that eventually produce a 
messenger RNA. Thus, the activation of a gene could be regulated by a 
combination of signals that each acts on particular activators and their 
targeted steps, resulting in tight control; an example of such a gene is 
PHO5 (Box 1).

The promoter-proximal paused Pol II seems to provide a means of 
achieving a rapid, and perhaps synchronous, activation of gene expres-
sion38. The paused Pol II has already progressed through multiple processes 

that can be slow and stochastic, and a transcriptional activator, acting on a 
preloaded paused Pol II, allows a rapid transition into productive elonga-
tion. Genes with paused Pol II seem not to be in a completely transcrip-
tionally ‘off ’ state12. Therefore, regulation of pausing may sacrifice tight 
control of RNA production in favour of the uniform and rapid response of 
a gene. The heat-shock genes are a classic example of this regulation: their 
rapid induction seems critical in responding to a stress that is normally 
lethal (Box 2). Other stress-response genes, such as those responsible for 
DNA-damage, unfolded-protein and immune-response pathways, are also 
enriched in paused Pol II6,12. In the early embryo, narrow bands of cells 
must respond rapidly and uniformly to developmental signals, and genes 
that respond to these signals are also highly enriched in paused Pol II at 
the developmental stage at which they must be turned on7.

A wish list for future approaches
Although many powerful methodologies have been developed for inves-
tigating mechanisms of gene regulation in vivo, there follows a wish list of 
key tools and approaches for the future. This list is not meant to be com-
prehensive, and the approaches described benefit both from the inter-
play with in vitro studies, which provide critical tests of mechanisms and 
quantification of binding and rate constants for factor interactions, and 
from structural studies, which provide insight into the precise molecular 
architectures of proteins and larger macromolecular complexes.

First in the list are protein–DNA crosslinking technologies (for 
molecular imaging), which produce snapshots of transcription-factor 

Transcription from the Saccharomyces cerevisiae 
acid-phosphatase gene PHO5 (see figure, 
panel a) is regulated at the level of activator 
recruitment and eviction of four positioned 
nucleosomes (brown, −1 to −4) from the 
upstream regulatory and promoter region51,52. 
Pho2, a homeodomain-containing activator, 
and the histone acetyltransferase complex 
NuA4, which acetylates histones H4 and H2A 
(purple Ac) before induction, are both present 
at the promoter. Phosphate (Pi) starvation (see 
figure, panel b) induces PHO5 by activating 
the cyclin-dependent-kinase inhibitor Pho81 
(not shown), which inhibits the Pho80−Pho85 
kinase complex (also not shown) and allows 
accumulation of the active unphosphorylated 
form of the basic helix–loop–helix activator Pho4 
in the nucleus53. Pho4 binds mainly to the low-
affinity UASp1 within the hypersensitive site that 
is flanked by two positioned nucleosomes on 
each side, and cooperatively interacts with Pho2. 
This Pho4−Pho2 complex triggers disruption 
of the positioned nucleosomes, and this event 
is concurrent with Pho4 binding to the high-
affinity UASp2 and induction of transcriptional 
activation in a manner that depends on the 
acidic transactivation domain of Pho4 and on 
NuA4 (refs 54–56).

After Pho4 binding, the positioned 
nucleosomes become hyperacetylated 
(light mauve Ac) through the histone-
acetyltransferase activity of the SAGA subunit 
Gcn5 and then undergo remodelling (see figure, 
panel b) before being evicted (see figure, panel c, 
green arrow) from the promoter. Both Swi/Snf 
and Ino80 complexes have been implicated in 
chromatin remodelling at PHO5 (refs 56, 57). 
The H3–H4 histone chaperone Asf1 has also 
been shown to play a part in the eviction 
process58,59. Although Gcn5, Asf1 and chromatin 
remodellers are not essential for PHO5 induction, 

their deletion results in a kinetic delay in the 
loss of nucleosomes and gene activation. These 
observations indicate that multiple mechanisms 
are in place for remodelling and eviction of 
the positioned nucleosomes at PHO5. The 
co-regulated PHO8 gene is dependent on Gcn5 
and Swi/Snf60, indicating that these nucleosome 
modifications and remodelling events can 
have a range of effects on the Pho4-mediated 
activation of this co-regulated gene family.

Other phosphate-responsive genes are also 
induced during Pi starvation. But the degree 

of sensitivity to environmental Pi and the 
extent of expression on induction vary greatly 
among these genes. A recent study showed 
that variabilities in the activation threshold 
and transcription range of phosphate-system 
genes are governed, respectively, by the 
accessibility of high-affinity Pho4-binding sites 
before induction and the affinity and number 
of these Pho4-binding sites61, highlighting the 
role of activator binding-site accessibility and 
nucleosome positioning on the dynamic range 
of transcriptional output.

Box 1 | The Saccharomyces cerevisiae PHO5 gene is regulated at the chromatin-opening step
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UPRE Screen

Jonikas et al, Science 2009

and the median single-cell fluorescence of each
strain was measured by using high-throughput
flow cytometry (11, 12) (fig. S1 and table S1). The

UPR showed significant basal induction, which
allowed us to identify genes whose deletion caused
either up-regulation (399 hits with P < 0.01, ex-

plicitly modeling our experimental error) or down-
regulation (334 hits with P < 0.01) of the reporter.
We found limited overlap between the genes

Fig. 1. Quantitative screen for gene deletions that
perturb UPR signaling. (A) Strategy for quantifying
UPR levels in deletion strains. (B) GFP/RFP reporter
ratios as a function of concentration of DTT, a
reducing agent that causes protein misfolding in
the ER. (C) UPR reporter levels of up-regulator hits
by functional category.

Fig. 2. Double mutant analysis provides informa-
tion on functional dependencies between genes.
(A) Double mutant (DM) plot of Dhac1. Each point
represents a gene. X coordinate represents the
reporter level of a strain deleted for that gene in a
wild-type (WT) background. Y coordinate repre-
sents the reporter level in a double mutant lacking
the same gene and additionally deleted for a
second gene (in this case, HAC1). The horizontal
blue line indicates the reporter level in the Dhac1
singlemutant. Circled in red are up-regulators whose
reporter induction is HAC1-independent, which are
highly enriched for chromatin architecture factors.
(B) (Top) Schematic of the lumenal steps of the
N-linked glycan synthesis pathway. (Bottom) DM
plot for Ddie2/alg10. (C) DM plot depicting genetic
interactions between deletion mutants and over-
expression (OE) of the ERAD substrate KWS.
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expression (OE) of the ERAD substrate KWS.

27 MARCH 2009 VOL 323 SCIENCE www.sciencemag.org1694
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noise was much larger in the presence of the
LacI plasmid because of reduced transcription
rate, but it fell substantially as IPTG was
added. !int is expected to decrease as !int

2 "
(c1/m) # c2, where m is the fluorescence
intensity of the cell (assumed to be propor-
tional to the average number of transcripts),
and c1 and c2 are constants given by the
microscopic parameters (7 ). This form fits

the data, with strain D22 exhibiting higher
amounts of intrinsic noise than M22 at all
levels of expression (Fig. 3, B and C).

The extrinsic noise, !ext, behaves very dif-
ferently as a function of IPTG concentration.
Whereas !int decreases monotonically, !ext dis-
plays a maximum at intermediate rates of tran-
scription. As a result, total cell-cell variability
(!tot) does not uniquely determine intrinsic

noise. The presence of a maximum in !ext may
be explained as a result of cell-cell variation in
the concentration of LacI (13). Interestingly,
!ext is substantially smaller in cells carrying a
chromosomal copy of lacI than it is in cells
carrying a plasmid-borne copy of the gene (at
comparable expression levels; see Table 1 and
Fig. 3). This is consistent with greater variabil-
ity in copy number for the plasmid-borne lacI

Table 1. Measurements of noise in selected strains.

Modification* Strain† Intensity‡ Intrinsic noise, !int§¶
($10%2)

Extrinsic noise, !ext§
($10%2)

Total noise, !tot§
($10%2)

Constitutive (lacI%) M22 1 5.5 (5.1–6) 5.4 (4.8–5.9) 7.7 (7.4–8.1)
JM22 0.88 5.0 (4.6–5.4) 6.1 (5.5–6.7) 7.9 (7.4–8.4)
MRR 1.21 5.1 (4.7–5.4) 5.6 (5.1–6.2) 7.6 (7.2–7.9)

Wild type (lacI#) MG22 0.057 19 (18–21) 32 (29–35) 37 (35–40)
RP22 0.030 25 (22–27) 33 (30–35) 41 (39–43)

Wild type (LacI#), #IPTG RP22 1.00 6.3 (5.8–6.9) 9.8 (9.0–11) 11.7 (11–12.3)
lacI%, Repressilator M22 0.18 12 (11–13) 42 (37–45) 43 (39–47)

MRR 0.16 11 (9.8–12) 57 (52–62) 58 (53–63)
&recA, lacI% D22 0.81 10.5 (9.6–11.4) 4.6 (2.8–5.8) 11.4 (10.8–12.1)

M22&A 0.99 13 (12–15) 2.4 (0–5.3) 13.6 (12.8–14.5)
JM22&A 0.92 14 (11–17) 2.5 (0–7.3) 15 (12–16.4)

&recA, lacI# #IPTG RP22&A 1.22 17 (15–20) 12 (8.8–14) 21 (20–22)

*Repressilator refers to SpectR version of plasmid in (16); #IPTG indicates growth in the presence of 2 mM IPTG. †The following strain backgrounds were used: MC4100 (22) for
M22, MRR, and M22&A; DY331 (23) for D22; JM2.300 (E. coli Genetic Stock Center) for JM22 and JM22&A; MG1655 for MG22; and RP437 (24) for RP22 and RP22&A. Each strain
contains twin PLlacO1 promoters (9), except MRR, which contains twin 'PR promoters (25). ‡Mean CFP value, relative to the intensity of strain M22. §95% confidence limits
are in parentheses; see (7). ¶CFP and YFP are stable in E. coli (26); effective noise levels for unstable proteins would be greater (for example, a doubling of noise level for a protein
half-life of (0.3 cell cycle) (8).

Fig. 3. Quantification of noise. (A) Plot of fluorescence in two strains: one
quiet (M22) and one noisy (D22). Each point represents the mean fluo-
rescence intensities from one cell. Spread of points perpendicular to the
diagonal line on which CFP and YFP intensities are equal corresponds to
intrinsic noise, whereas spread parallel to this line is increased by extrinsic
noise. (B) Noise versus rate of transcription in strain M22 (recA#, lacI–),
with LacI supplied by plasmid pREP4 (7). Fluorescence levels (x axis) are
population means. The rightmost point represents the strain without
pREP4 and therefore is fully induced; its value, set to 1.0, was used to
normalize all fluorescence intensities. IPTG (0 to 2 mM) was added to
cultures and !tot, !int, and !ext were measured. Error bars are 95%
confidence intervals. Dashed line fits !int

2 " (c1/m) # c2, where m )
fluorescence intensity (x axis), c1 ) 7 $ 10%4, and c2 ) 3 $ 10%3. (C)
Noise versus induction level in recA–lacI– strain D22, containing plasmid
pREP4. All notations are as in (B). In the fit, c1 ) 5 $ 10%4 and c2 ) 1 $
10%2.

R E P O R T S
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Estimating Variability

Linear regression model
to estimate (co)-variability

Take into account FSC/SSC

X = α · S + β · C + �X

G = γ0,G + γ1,G · X + �G �G ∼ N(0, σ2
G)

R = γ0,R + γ1,R · X + �R �R ∼ N(0, σ2
R)

�G = σG/µG gG =
�

Var[G]− σ2
G/µG

�R = σR/µR gG =
�

Var[R]− σ2
R/µR

1

Local Variability Global Variability

X = α · S + β · C + �X

G = γ0,G + γ1,G · X + �G �G ∼ N(0, σ2
G)

R = γ0,R + γ1,R · X + �R �R ∼ N(0, σ2
R)

�G = σG/µG gG =
�

Var[G]− σ2
G/µG

�R = σR/µR gR =
�

Var[R]− σ2
R/µR

1
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Detecting Variability Effects

Friday, October 15, 2010



Detecting Variability Effects

Friday, October 15, 2010



Detecting Variability Effects

Friday, October 15, 2010



Correlated Global Variability
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Uncorrelated Local Variability
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Phenotypes: Variability vs. Mean

1337 non-overlapping functional annotations
Hypergeometric enrichment in extreme residues

(FDR < 0.05)

Mean 
phenotypeVariability 

phenotype
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Phenotypes: Variability vs. Mean

1337 non-overlapping functional annotations
Hypergeometric enrichment in extreme residues

(FDR < 0.05)

Mean 
phenotypeVariability 

phenotype

49 14 36
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•RNA catabolic process
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Searching for Mechanisms
Catalogue of protein complexes
Identify complexes w/ coherent variability phenotype
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Reducing Local Variability: CAF1

Chromatin assembly
incorporates H3/H4 dimer
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Changes in Local Variability: 
Direct or Indirect Effect?
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Changes in Local Variability: 
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CAF1: Full Epistasis with RTT106

Hypothesis: 
Defects in CAF1 reduce nucleosome density
Synergistic activity with RTT106
Nucleosome remodeling more crucial for UPRE 
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Increasing Local Variability: SWR1
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Increasing Local Variability: SWR1
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Changes in Local Variability: 
Direct or Indirect Effect?
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Search for genes X such that:
•X is down-regulated in ∆swr1 (published data)
•∆X increases local UPRE noise

Indirect Mechanism
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Search for genes X such that:
•X is down-regulated in ∆swr1 (published data)
•∆X increases local UPRE noise

Indirect Mechanism
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Increasing Global Variability: 
Elongator Complex

Known functions: 
transcription elongation, tRNA modification
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Implicating Specific Function

Variability “signature” implicates tRNA modification in 
high global variability of elongator
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Summary
Variability as a phenotype for genetic screens
•Provides different perspective than mean
•Clues to mechanism

Analysis of specific promoters across KO library
•Highlights interesting regimes of variability
•Systematic screen uncovers unexpected candidates

Prospects
Using double KO for epistatic analysis
Combination of multiple phenotypes
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