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Man Googles Matt Damon's Address Because,
Well, He's Crazy And Wants To Murder Him

NOVEMBER 8, 2012 | IS 5 | MORE NEWS

... documents
by topic

The 29-year-old Easter, who stared at th t Damon for two hours because, well, he's mentally il
SALISBURY, MARYLAND—After rereading actor Matt Damon’s Wikipedia ARTICLE TOOLS
page for the 13th time since 9 a.m. today, local man Dan Easter decided to W Tweet /120
look up the celebrity’s home address on Google because, well, he’s
admittedly crazy and wants to murder him. EiLike 954
Saying he planned to “just click around” a couple websites to see if the g+ 16
Bourne Identity star’s address was listed anywhere on the Internet, Easter
told reporters that, you know, he’s ultimately a mentally ill madman who
wants to break into Matt Damon’s house in the dead of night and, you =& <
guessed it, kill him in front of his wife and children.

RELATED ARTICLES
“I figured | would just type Matt Damon’s name into Google because, to Fox Voluntarily
make a long story short, I'm psychologically disturbed and | want to Removes Reality

assassinate him,” said the 29-year-old man, who, by his own admission, is ~ From Programming
extremely unstable and has absolutely no business being anywhere other 1y viewers Outraged
than a mental institution. “I see him in movies and magazines all the time, At Timing Of

and it made me wonder where he lives. I'm also clinically insane. That’s why Commercial Break

S S S RS



Classification of text and image data

Classify....

Man Googles Matt Damon's Address Because,
Well, He's Crazy And Wants To Murder Him

SSUE 48-45 | MORE NEWS

... documents
by topic

Kindle vs. Nook vs. iPad: Which
e-book reader should you buy?

With ultraaffordable e-ink readers, midprice color tablets like the
Nexus 7 and Kindle Fire, and even the more expensive iPads all vying
for your e-book dollar, what's the best choice for you? It depends.

by John P. Falcone | August 7, 20
>
. W Follow

KR o< [ 15¢| [Pau)| 200 | g +1] 282 More + Comments - 573

1:08 PM PDT

The 28-year-old Easter, who stared at this picture of | a Or two hours D
SALISBURY, MARYLAND—After rereading actor Matt Damon’
page for the 13th time since 9 a.m. today, local man Dan East
look up the celebrity’s home address on Google because, well
admittedly crazy and wants to murder him.

t Damon

Saying he planned to “just click around” a couple websites to s
Bourne Identity star’s address was listed anywhere on the Inte
told reporters that, you know, he’s ultimately a mentally ill mad
wants to break into Matt Damon’s house in the dead of night a
guessed it, kill him in front of his wife and children.

... documents
by sentiment

“I figured | would just type Matt Damon’s name into Google be
make a long story short, I'm psychologically disturbed and | we
assassinate him,"” said the 29-year-old man, who, by his own &
extremely unstable and has absolutely no business being any\
than a mental institution. “I see him in movies and magazines i
and it made me wonder where he lives. I'm also clinically insar

S S S S S Y

(Credit: Sarah Tew/CNET)

Editors' note, September 7, 2012: As of September 6, Amazon has announced all-new
Kindle e-readers and tablets for 2012 that dramatically offer the buying decisions listed
below. The first wave of the new Amazon products are due to ship by September 14.
We'll update this story in detail after we review those models. By that time, we'll also find
out what Apple is announcing at its September 12 event. In the meantime, the
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—mpirical risk minimization

+ Learn model based on annotated data P = {(xn, y»)}.—; by minimizing:

mmﬁ D; 0O) ZL Xn, Un i O



—mpirical risk minimization

N

» Learn model based on annotated data D = {(xn, y») };,—1; by minimizing:

(D; L(Xn; Yn;
ménﬁ ©) Z X, Yn; O)

« Herein, typical examples of the loss function include:

3

——Zero-one loss
Hinge loss

25} —— Exponential loss|

—— Quadratic loss

— Logistic loss
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Regularization by priors

* Reqgularizers incorporate a term in the loss that penalizes complex models:

~

L(x,y; w) = L(x,y; W) + AR (W)
e.g. R(w) = [w[* or R(w)

||
El




Regularization by priors

« Getting the right regularizer is tricky!
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« Getting the right regularizer is tricky!

- Most norm-based regularizers are rather arbitrary:

- L1 and L2-regularization are popular mainly for computational reasons



Regularization by priors

« Getting the right regularizer is tricky!

- Most norm-based regularizers are rather arbitrary:

- L1 and L2-regularization are popular mainly for computational reasons

* Most practitioners have bad intuitions about model parameters...

* ... but they do understand their datal!
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Movie reviews

Are these reviews positive or negative?

* This is a boring movie with a lot of
decadence and bad influence on
people. I can't believe this movie won
awards! I would not recommend this
though it's so famous.

‘v vl
;  The movie is great, and in perfect
condition. Came in time. I'd
recommend the movie itself, and I
, would purchase movies from here
again.

‘ T — T — ‘

. This movie is awesome, if you have

not seen Tarrantino movies on Blu Ray

you are missing out. Blu Ray brings

. these movies to life, especially if you
have a good surround sound system.

e

T —

* I tried to watch. I bought it because
of the Micah quote. If you like to
watch people get high and talk filthy
this is for you.

T ——

® O © Amazon.com: Pulp Fiction: John Travolta, Samuel L. Jackson, Uma Thurman, Tim Roth: Amazon Instant Video

(<> ][] (=]

a www.amazon.com (v

| O]

amazon

Shop by

Department Search

Amazon Instant Video

Amazon Instant V v

Prime Instant Videos

3

Today's Deals GiftCards Sell Help

pulp fiction

Most Popular  Video Finder  Getting Started  Your Video Library  Your Watchlist Get Help

Available in##D for playback on Kindle Fire HD, Xbox 360, PS3, Roku or other HD compatible devices

Jom Troolte.  Sosvad L Jschaon  Uret Thurmsan  Merwey Kasted
TinRoth Arends Parma Mars e Raderos  in) Rhanes
&l&m Fosaive fequete  Coristooter Vighen &\mﬂs

PIILPFIG'I‘“)N
7 t ﬁ‘\\’

Pulp Fiction &

Jo e e fe o

amazen

S~ instant video

Writer/director Quentin Tarantino
delivers an unforgettable cast of
characters -- including a pair of low-
rent hit men, their boss's sexy wife,
and a desperate prizefighter -- in a
wildly entertaining and exhilarating
motion picture adventure that both
thrills and amuses!

24 hour rental

W  1-Click® $1.99
Buy movie

W  1-Click® $9.99

Starring: John Travolta, Samuel L.
Jackson

Directed by: Quentin Tarantino
Runtime: 2 hours 35 minutes
Release year: 1994

Studio: lionsgate

@ Play trailer |

J

. NEW
Add to Watchlist

[Send us Feedback]

Hello, anne Join
Your Account Prime

DVD &




Reqularization by corruption

- Remove each word with probabillity g:

* This is a boring movie with a lot of *This is a boring M with a lot of *This is ajlfi movie with a lot of

decadence and bad influence on decadence and bad influence on decadence and bad [ o»
people. I can't believe this movie won people. Il believe thiJR won B ! can't believe this movie won
awards! I would not recommend this awards! I would not recommend this awards! I would not _ this
though it's so famous. though it's x | though it's so famous.

e — e e — B T — T —

l | | | | t

;  The movie is great, and in perfect The [l is great, and in | " The movie is Il and in perfect

condition. Came in time. I'd | condition. Came in time. I'd

recommend the [l itself, and 1 [ N - movie itself, and I
would ]l movies from here ~ would I movies from here

condition. Came in time. I'd
recommend the movie itself, and I
,  would purchase movies from here

'\ S S N a «

~ again. again. | again.

. This movie is awesome, if you have This movie is || N it yov N " This movie is I, if you have
not seen Tarrantino movies on Blu Ray ! not seen Tarrantino movies on Blu Ray | -seen Tarrantino movies on Blu Ray

' you are missing out. Blu Ray brings . you are missing out. Blu Ray brings - you are missing out. Blu Ray brings

. these movies to life, especially if you ’ theseqto Iifei especially if " these movies to life, || I it you
have a good surround sound system. ' have a good sound system. . have a good surround sound system.

* I tried to watch. I bought it because I tried to . 1 bougnht it | EGN I tried to watch. I|l it because

of the Micah quote. If you like to of the - quote. If you like to of the Micah quote. If you like to
watch people get high and talk filthy watch people get high and talk ||} watch people get high an|jjjjjiffiithy
this is for you. this is for you. this is for

T — e — e — T —



Regularization by corruption

 Define label-invariant corruptions that can be applied to the data

 Training on such corrupted data leads to robustness to the corruption

* Robustness is intimately related to reqularization of the model

- We show that this can be done efficiently by marginalizing over corruptions



Regularization by corruption

* Instead of regularizer, define a label-invariant corrupting distribution:
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- We will assume the corruption are independent across features (this assumption
may be relaxed for Gaussian corruptions)



Regularization by corruption
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arizer, define a label-invariant corrupting distribution:

L[ X]p(x)x) = X

- We will assume the corruption are independent across features (this assumption
may be relaxed for Gaussian corruptions)

Distribution

Blankout noise

(Gaussian noise
Laplace noise
Poisson noise
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decadence and bad influence on

people. Il believe thisJ won

awards! I would not recommend this
though it's so

I —l

keep

0
amazing / 5

2

0

0

ideas

value

poor

average 1




Simple approach

* For each example, generate M corrupted examples and use these as data
- This amounts to minimizing the loss on an augmented, corrupted training set:

|
2.3

M

E(ﬁ; O) L(Xpm, Yn; ©) with X, ~ (X, |x0)
1

This is ajff movie with a lot of

decadence and_qu _ on |

.Ica

awards!_I' W This is a boring @ with a lot of
though'it's € 4ecadence and bad influence on

L T— people. Il believe thi won
awards! I would not recommend this
though it's so
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Simple approach

* For each example, generate M corrupted examples and use these as data*

« This amounts to minimizing the loss on an augmented, corrupted training set:
N
>3
M
n=1

 This quickly gets computationally prohibitive, unless...

) M
L(D;0)

L(inma Yn s @) with }znm ~ p(in‘xn)
1



Marginalized Corrupted Features

* For each example, generate M corrupted examples and use these as data

- This amounts to minimizing the loss on an augmented, corrupted training set:
N
>3
M
n=1

- This quickly gets computationally prohibitive, unless M — oo

) M
L(D;0)

L(inma Yn s @) with inm ~ p(in‘xn)
1

- Law of large numbers leads to the expected loss under the corruption model.

N
Z 4:[[’(5(717 Yn s @)]p(in 1%,

n=1

L(D;0)



Quadratic loss

- Working out the MCF expectation (for independent corruption) gives:

ZE{W Xn = Yn) ]p<in|xn>
(ZE T+ Vix, )W2<ZynE[5{n]) w+ N

 Practical if we can compute the mean and variance of corrupting distribution



Quadratic loss

- Working out the MCF expectation (for independent corruption) gives:

ZE{W Xn = Yn) ]p<in|xn>
(ZE T+ Vix, )W2<ZynE[5{n]) w+ N

 Practical if we can compute the mean and variance of corrupting distribution

- The objective function remains convex; optimal solution given by:

(ZE JER T+ VIR ])(iyﬁ %))



Quadratic loss

- Examples of corrupting distributions of interest:

Distribution

PDF

K [ind]p(ind |Znd)

|4 ['find]p(ﬁind |Znd)

Blankout noise

Laplace noise

p(j}nd — O) — 4d

p(e%nd —

_1
1—qyq

£U'ndlajfn,al

CEnd) — 1_Qd

Lap(£nd|xnd7 )\)

1 2
1_qd mnd

- Minimizing MCF-Gaussian quadratic loss leads to ridge regression!




=Xponential loss

- Working out the MCF expectation (for independent corruption) gives:

N
L(D:w) = Y E[exp (~yaw %n)] 5 oo

N D
= 2_ I Elew (mynwana)lyz,gfen)



=Xponential loss

- Working out the MCF expectation (for independent corruption) gives:

N
L(D:w) = Y E[exp (~yaw %n)] 5 oo

N D
= 2_ I Elew (mynwana)lyz,gfen)

 This can be recognized as a product of moment-generating functions:

M, (t) = Elexp(tz)|,t € R




Moment-generating functions

® 00 Moment-generating function - Wikipedia, the free encyclopedia 2

Here are some examples of the moment generating function and the characteristic function for comparison. It can be
seen that the characteristic function is a Wick rotation of the moment generating function Mx(t) when the latter exists.

Distribution Moment-generating function My(f) Characteristic function ¢(t)
Bemouli P(X = 1) = p| 1 — p + pe’ 1 — p+ pe*
pe'
Geometric (] — p)k—lp T p)e"
for t < —In(1—p)
Binomial B(n, p) (1—p+ peH)” (1 —p+ pe)”
Poisson Pois(A) e,\(e*—l) ev\(eit -1)

th eta eztb _ ezta

peit
1—(1-p)et

€
Uniform (continuous) U(a, b)

t(b—a) it(b— a)

eat _ plb+1)t eait _ o(b+1)it
(b—a+1)(1—¢€) (b—a+1)(1—e%)
Normal My, o etp+% 242 ez‘tp-%a?t?
Chi-squared X2 (1 — Qt)—k/ 2 (1 _ 2it)_k/2
Gamma F(k, 6) (1—t0)~* (1—ith)*

Exponential Exp(A) (1— tA? ) -1 (1-— i\ ) !
tTu+ 2T 5t itTp—LtTst

Uniform (discrete) U(a, b)

Multivariate normal My, 2) e e

Degenerate &, ez‘ta

eitp
1+ 0282
((L—p)e)”

1 — peit)r

Laplace L{u, b)

Negative Binomial NB(r, p)




Slankout: Ensemble interpretation

- MCF with blankout has an interesting interpretation as an ensemble



Blankout: Ensemble interpretation

- MCF with blankout has an interesting interpretation as an ensemble
« Example for model with two input features:

Z [(]1(]2 + (1 — ¢1)q2 exp(—Ynw1Tn1)

+ (1 — g2)q1 exp(—Ynw2Tn2)
(1= q1)(1 = g) exp(—yn[wr1 201 + wrzpa))|



Slankout: Ensemble interpretation

- MCF with blankout has an interesting interpretation as an ensemble
« Example for model with two input features:

N
L(D;w) =) [qlfh + (1 — q1)q2 exp(—Ynw1Tn1)
n=1

+ (1 o5)q1 exp(—YnWaZn2)
=+ (1 — C]1)(1 — 6_12) GXP(—yn[wlai‘m + wanZ]):|

Loss on first
feature subset



Slankout: Ensemble interpretation

- MCF with blankout has an interesting interpretation as an ensemble
« Example for model with two input features:

N
L(D;w) =) [quzz + (1 — q1)q2 exp(—Ynw1Tn1)
n=1

+ (1 >#5)q1 exp(—YnwaXn2)

(~ynlwi@n1 + wszas])

Loss on first Loss on second
feature subset feature subset



Slankout: Ensemble interpretation

- MCF with blankout has an interesting interpretation as an ensemble

« Example for model with two input features:

N
L(D;w) =) [quzz + (1 — q1)q2 exp(—Ynw1Tn1)
n=1

+ (1 o5)q1 exp(—YnWaZn2)
+ (1 —q1)(1 —A2) exp(—yn|wiTn1 + w2xn2])}

7

Loss on first Loss on second Loss on full
feature subset feature subset feature set



Slankout: Ensemble interpretation

- MCF with blankout has an interesting interpretation as an ensemble

« Example for model with two input features:

N
L(D;w) =) [quzz + (1 — q1)q2 exp(—Ynw1Tn1)
n=1

+ (1 o5)q1 exp(—YnWaZn2)
2) exXp(—Yn|W1Tn1 + TUQCEnz])}

7

Loss on first Loss on second Loss on full
feature subset feature subset feature set

« Note: MCF exponential loss is convex for all corrupting distributions



Logistic loss

- Working out the MCF expectation (for independent corruption) gives:

L(D;w) =) Ellog (1 +exp(~yaW %Xu))] 5 1

M= £

<

D
log (1 + H I [exp (—ynwdfl?nd)]p(:znd:cnd)>

d=1

S
|
[

« The upper bound is obtained using Jensen'’s inequality™

*Jensen’s inequality: El¢(x)] > ¢(E|x]) for convex ¢(x)



Logistic loss

- Working out the MCF expectation (for independent corruption) gives:

L(D;w) =) Ellog (1 +exp(~yaW %Xu))] 5 1

M= £

<

D
log (1 + H I [exp (—ynwdfl?nd)]p(;znd:cnd)>

d=1

S
|
[

« The upper bound is obtained using Jensen'’s inequality™

« Upper bound is convex iff the moment-generating function is log-linear

*Jensen’s inequality: El¢(x)] > ¢(E|x]) for convex ¢(x)



Using MCF In practice

Quadratic loss

Blankout noise

Exponential loss

=

Poisson noise

Logistic loss

MCF Loss

L(D;w)

Gaussian noise



=Xperimental setup

- We performed three sets of experiments with MCF:

- Document classification based on bag-of-word features

* Image classification based on bag-of-visual-word features

“Nightmare at test time” scenario where features are unobserved at test time

» All our predictors use L2-regularization, with lambda set by cross-validation



=xperiment 1: Document classification

 We tested on three different document classification data sets

 All data sets have in the order of 20K features and 6K training examples



=xperiment 1: Document classification

- We tested on three different document classification data sets
 All data sets have in the order of 20K features and 6K training examples

- We explore two different corrupting distributions:

Ind = 0) = qq

~ 1 1
—o-Tnd) =1 — qa

/\E
=3
S S
SUERSE
[

- Blankout corruption:

+ Poisson corruption: p(flf‘nd|$nd) — POiS(fnded)



=xperiment 1: Document classification

Better

Amazon / Electronics Amazon /DVD Amazon / Books
0.15 o
- O Quadratic loss
N U Corruptlon O Exponential loss
0.145 [0 Logistic loss
—e— Blankout MCF (Qua.)
—e—Blankout MCF (Exp.)
—e— Blankout MCF (Log.)
= = = Poisson MCF (Qua.)
0.135 - - - Poisson MCF (Exp.)
- = = Poisson MCF (Log.)
0.13r .
Poisson
0.125+
0.12t
0.115f
Blankout
0.11 ‘ ‘ ‘ ‘ ‘ : : : : ! 0.13 ‘ ‘ : ‘ - ‘
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Amazon / Kitchen DMOZ Reuters

Classification error

0'10 0.2 0.4 0.6 0.8 1 0'340 0.2 0.4 0.6 0.8 1

. Blankout corruption level g
More (blankout) corruption i




=xperiment 1: Document classification

- Comparing explicit and implicit blankout corruption (Amazon Books; quadratic loss):

0.19

A = & = Explicit corruption
5 5 5 5 O ImpI|C|t Corruptlon (MCF)
O1m— ........ C ...... 4444444 L o R

o
—
~
-
! 4 :
4 :

o
—h
o
4
’

Classification error
o
>

S U N R

0.13

0 1 2 4 8 16 32 64 128 256 - OO
# of corrupted copies



=xXperiment 2: Image classification

- The CIFAR-10 data set contains 50K images of size 32x32 with 10 classes

« We use a standard™ bag-of-visual-words feature representation for the images

airplane ﬁ% V..=“”
automobile EEHE‘
o Emall WS §

cat a. < P No MCF Q;;cé(% E);g.o;% ng.ig;;
deer B s el TR Poisson MCF | 20.1% | 39.5% | 30.0%
dog ‘ﬂann“z‘. Blankout MCF 32.3% 37.9% | 29.4%

v S
e EWERONEEEE
=
o T e A D

* We followed the approach by Coates et al. (2011) to extract features.




=xperiment 3: “Nightmare at test time”

 In some learning settings, features may be randomly unobserved at test time

+ We experiment with this “nightmare at test time” scenario on MNIST digits:

» Train regular and MCF-blankout classifiers F e/ 979 bt al
on the original training set 6757 ¢ b34%s
2790/ a3¥65
LWyl vol ¢ 89 Y
16l ¥éd /560
1769265 %\ 99
A22ddDd34%4FgO0O
03073857
Ol ¢bby bog2y?d
7728006 q80b/



=xperiment 3: “Nightmare at test time”

 In some learning settings, features may be randomly unobserved at test time

+ We experiment with this “nightmare at test time” scenario on MNIST digits:

» Train regular and MCF-blankout classifiers F e/ 79 bt al
on the original training set & 757 ¢ b 34 g4
A {790/ A3Y6E
- Randomly delete features from the test Yy 120/ ¢ ¥9H
images, and measure classification error r el ¥édd /1560
«  m 1769265 %\ 99
?.2,2.2,2@&&»;:“-..@;..... 2222234450
3 IIRIAZDN VA3 L073657
< o ’i P i P O | (P[pk( b a2« J
Sab.{:ix..;j 772806980/
PLLL P
9G9999 5



=xperiment 3: “Nightmare at test time”

- Classification error on test images with randomly deleted features:

No Corruption

0. . . =7 o ’
= = =Quadratic loss (L2) KA AR S
. L 4
- = =Exponential loss (L2) ..t Rt .
- = =Logistic loss (L2) R R N y
. * . . .
- = =Hinge loss (L2 Lt ! N .
0.47===Hinge loss (FDROP) JOPTLA '. K
—MCF quadratic loss R Rt R R
. *
= — MCF exponential loss ! Ry It R .
o . . O’ * 0' * "
= - MCF logistic loss R R K R R
L4 L4 Ps o L4
©o03- L . J
c g o? * ’0
o o* o’ e o? PP
.-I= o" ," o' o' ,"
(1v) e . " o? o
lg ""' ‘ﬂ":"“ "" )
e L 4 * L 4
- em=" - % ®
) g _________ - & ‘¢¢ ‘_—¢¢¢
# — F 3 - -
m o LS5 “ 1“-"--““
“ ------- ------
g PR AR e
m ‘ﬂ" -“‘----
0.1 ‘-'...-llil-------"
L= -
s More test corruption

| | | | | | | | |
0% 10% 20% 30% 40% 50% _ 60% 70% 80% 90%
Percentage of deletions

oI~ -~ ey . -, o
: AT A R B U S
q 6; ? I 4 & Fo0 :



Conclusions

- Adding corrupted examples to training data can regularize predictors
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» For a range of models and corrupting distributions, MCF makes this efficient



Conclusions

- Adding corrupted examples to training data can regularize predictors

» For a range of models and corrupting distributions, MCF makes this efficient

- MCF may lead to improved results in various learning settings:

* In particular, in settings where you somewhat understand how data is generated

- MCF may be very well suited for scenarios in which domain shift is present
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