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"It is my experience that proofs 
involving matrices can be shortened by 

50% if one throws the matrices out."
 

E. Artin (Geometric Algebra, p. 14)



John Wishart

Eugene Wigner Freeman Dyson



Hamiltonian (total energy) of heavy 
nuclei: hopeless task! 

The Hamiltonian in a given basis is just a HUGE matrix.... 

BUT.....

Idea: take the matrix entries at random... 

The usual old story... 







[R.A. Fisher, 1939]



N = 5

Typically we are interested in             , but sometimes...



Basic Goal of RMT

Joint Probability Density 
of Entries

... as much as we can about the eigenvalues

• Average density 
• Spacings
•Largest and smallest
• ......

From

To



Ideally....

Not always possible!

“When a distinguished but elderly scientist states that 
something is possible, he is almost certainly right. 
When he states that something is impossible, he is 

very probably wrong.” (Arthur C. Clarke)



N = 5

Let’s repeat the experiment many times 
and histogram all the eigenvalues...

“Average Spectral Density”



p. 27 



Wigner’s “Semicircle” Law

Dyson’s
“threefold way”



Wigner’s “Semicircle” Law

...which btw is not a semicircle



Johannes Kepler (1571-1630)



First occurrence (?) of the “semicircle” law in RMT.
Originally not derived for Gaussian matrices!



Possible questions...

•  Is semicircle law “universal” ?

• If not, can we derive the corresponding spectral density of 
any matrix model?

• If we can’t .....  why??

Classification!



Matrices with real eigenvalues: a layman’s classification

Independent 
Entries

...called Wigner matrices careful!



Matrices with real eigenvalues: a layman’s classification

Rotational 
Invariance

...this means that eigenvectors are not that important!



Matrices with real eigenvalues: a layman’s classification

Gaussian Ensemble

Independent 
Entries

Rotational 
Invariance

GOE



Porter-Rosenzweig Theorem (1960) pag. 11



The Gaussian ensemble



Anything else?

Eigenvalue models
[5 to 10 cases]

Dumitriu-Edelman model



Matrices with real eigenvalues: a layman’s classification

Independent 
Entries

Rotational 
Invariance

Given the choice between the two sets, 
which one would you prefer to work on?



Matrices with real eigenvalues: a layman’s classification

“Few” analytical tools “Many” analytical tools

Why??

Independent 
Entries

Rotational 
Invariance



Ideally....

Not always possible!



Simplified summary



Generalities



Level Repulsion

Random eigenvalues are not like random points on a segment



Level Spacings: universality 

Wigner-Dyson 
law







A digression....



Universal vs. Non-Universal

Local Global

• Spacings
•Individual Eigenvalues
• ......

•Spectral Density
• ......

However, the semicircle is quite robust....



Ideally....

Not always possible!



Ideally....

Not always possible!

Recipe?



Weyl’s 
lemma



[1939]

Level Repulsion!



Strongly Correlated Random Variables!!

Level Repulsion
(universal)

Confinement
(non-universal)

Rotationally Invariant Models



Vandermonde determinant

Very funny properties...

Arbitrary polynomials...



A few modern applications of RMT







...it is very probable that all roots are real. One would, 
however, wish for a strict proof of this; I have, though, after 

some fleeting futile attempts, provisionally put aside the 
search for such, as it appears unnecessary for the next 

objective of my investigation.



Hugh Lowell Montgomery











Covariance Matrices 

[borrowed from S.N. Majumdar,
“Top eigenvalue of a random matrix: a tale of tails.”]





X =

G

G
G

W

N

N

N

M

N

N

0

0

Gaussian

Wishart



Debate:  is the bulk of the stock market correlation matrix 
just pure noise?







related to the “mutual information” 
between the senders and the receivers

Wishart matrices!!



Techniques



Techniques

•Edwards-Jones formula

• Moments method

• Andreief formula

•Orthogonal Polynomials

• Coulomb gas

Independent 
Entries

Rotational 
Invariance



•Edwards-Jones formula

• Moments method

• Andreief formula

•Orthogonal Polynomials

• Coulomb gas

Independent 
Entries

Rotational 
Invariance

Techniques



Edwards-Jones formula (1976)

(typically              )



Tomorrow....



We can convert a delta function into a rational function 
using the Sokhotski-Plemelj identity 



Next, we can convert a rational function 
into a logarithm 



We have a “trace of log” which can be converted 
into a “log of det”

Link between eigenvalues and entries!



brilliant!

The determinant to the power -1/2 can be 
traded for a Gaussian integral!

where now we can use



The log of an integral is a bit inconvenient...

Replica 
Trick

n copies of the original integral ...



In summary ...

where ...

Typically can be evaluated for 

“Shaky” interplay with replica limit... 



SUMMARY
• Eigenvalues of random matrices: strongly correlated

• Real spectrum: independent entries or rotational invariance

• Many more analytical tools for invariant models

• “Semicircle” law (quite robust) and level repulsion (quite 
universal)

• Modern applications (Riemann zeta, non-intersecting 
Brownian paths, finance, telecommunications....)

• Edwards-Jones formula for the average density of states
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Simplified summary



Weyl’s 
lemma



Strongly Correlated Random Variables!!

Level Repulsion
(universal)

Confinement
(non-universal)

Rotationally Invariant Models



Distribution of largest eigenvalue

Strongly Correlated Random Variables!!



One step back: i.i.d. random variables

•Law of Large Number (LLN)

•Central Limit Theorem (CLT)

i.i.d. sampled from 



One step back: i.i.d. random variables

i.i.d. sampled from 

•Law of Large Number (LLN)
•Central Limit Theorem (CLT)

What about the maximum?
Extreme Value Theory

They concern the sum



i.i.d. random variables: the threefold way for the maximum

Only 3 universality classes, depending on the tails 
of 

Gumbel Fréchet Weibull

fast 
decaying

power 
laws

compact
support

[Fisher–Tippett–Gnedenko theorem]



Gumbel



Fréchet



Weibull

What about 
Strongly Correlated Random Variables?



Largest Eigenvalue Gaussian Ensemble

[borrowed from S.N. Majumdar,
“Top eigenvalue of a random matrix: a tale of tails.”]



[ Nadal and 
Majumdar 2011]



Painlevé II

Tracy-Widom distribution













The double scaling limit...









[Schehr et al. 2008]

For after centering and scaling, it converges to F1 (GOE)



[Forrester et al. 2011]





Typical vs. Atypical 



Applications of TW distribution



[ Takeuchi and Sano, PRL 2010]
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Typical vs. Atypical 



Rare (extreme, atypical) fluctuations: 
large deviations





For the company to be successful over a certain period of time (preferably many 
months), the total earning should exceed the total claim. 

Thus to estimate the premium you have to ask the following question : 
"What should we choose as the monthly premium q such that over N months the 

sum of the claims is less than Nq?"
 Cramér gave a solution to this question for i.i.d. random variables...

Harald Cramér
(Swedish mathematician)

Application to the insurance business

•Earning: constant rate per month (the monthly premium)
• The claims Xi come randomly







N = 5

All the eigenvalues negative?? 
Can it ever happen?



Applications?

Logarithmic 
equivalence

 





•

A particle moving in a 
N-dim. landscape

Spin and structural glasses, Gaussian fields  [Bray and Dean, 
2006],  String landscapes  [Aazami and Easther, 2006], Random 
Energy Landscapes and Glass Transition [Fyodorov, 2004]....

Stationary points: maxima, 
minima and saddles

Hessian matrix

Eigenvalues of Hessian matrix determine the nature of the stationary point





Draw the elements of the Hessian matrix independently 
at random

It belongs to the GOE 
of random matrices

The probability that all the eigenvalues are positive (or 
negative) provides information about the number and 

nature of extremal points

Most of the stationary points are saddles!

Random Hessian Model



Techniques



Techniques

•Edwards-Jones formula

• Moments method

• Andreief formula

•Orthogonal Polynomials

• Coulomb gas

Independent 
Entries

Rotational 
Invariance



Coulomb gas

Canonical weight of an 
auxiliary thermodynamical 

system

Dyson?



[Can. Math. Congr. Proc., Toronto 1957]













[D. Dean and S.N. Majumdar, 2008]



[D. Dean and S.N. Majumdar, 2008]





[S.N. Majumdar and M. Vergassola, 2009]



SUMMARY
• Extreme Value Theory for i.i.d. and correlated 

random variables
• Tracy-Widom distribution: ubiquitous!
• Connection with field theories and models of 

statistical mechanics (non-intersecting BM, LIS...)
• Experimental verification (KPZ, coupled lasers...)
• Rare events and large deviations: the case of the 

largest eigenvalue with Coulomb gas technique


