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The Problem

• The Dutch Coastguard monitors the
Netherlands Exclusive Economic Zone

• 154.011 km2, monitored by 51 full-time operators

• Typically contains around 1300-1400 vessels, with one 
entering or leaving approximately every 30 seconds



The Problem (continued)

• Currently, no outside sources are taken into account by 
the observation system when investigating vessels

• This is done manually by the
operators, usually just by 
‘googling’ on a second computer

• Number of ships is too big to process manually, 
so operators prioritize, often based on incomplete 
information



Example
The Hua Feng enters the harbor, and nobody cares

Hua Feng



However...







Approach

• Full prioritization based on ship’s history

• Combination of relevance feedback, 
lexical databases and domain information

• Quickly determine the ‘types’ of the events in a ship’s 
history, and only look for types we are interested in

• No automatic action is taken, operator is alerted
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Querying

• 25000 maritime-related press releases
from the Press Association

• Stored in (a modified) ElasticSearch cluster

• Retrieve documents by name, taking extra care to exclude 
similar names (using a list of known names)
• For example, when looking for the ship “Mary”,

explicitly exclude the “Queen Mary”

• Retrieve the term vectors for returned document, as well as 
for a sample of 100 random documents that were not returned



Rocchio

• Relevance feedback technique

• Reshape the query into one term vector that 
describes documents about the vessel with 
respect to the other documents

The name of each ship in our area of interest is broadcast by its Automatic
Identification System (AIS) transmitter, which allows us to formulate a query
to find all press releases in which said vessel is mentioned. Due to the fact that
ship names often consist of multiple words, and names of di↵erent ships can
be quite similar, we first search the detailed ship records for other ships that
have names that contain the name of the ship being investigated. We can then
take extra care to exclude these other names from our search. For example,
this allows us to exclude documents about the Queen Mary when searching for
articles about the ship Mary, which otherwise would have matched and been
returned. In the case of the Sirius Star, there are no ships with a name that
contains the phrase “Sirius Star” other than the Sirius Star itself. So we illustrate
the query builder with the example of the Mary and the Queen Mary. The
JSON ElasticSearch query constructed to fetch documents about the Mary while
excluding documents about the Queen Mary is shown below.

1 query : {

2 bool : {

3 must : { text_phrase_prefix : { text : "mary" } },

4 must_not : [ { text_phrase_prefix : { text : "queen mary" } } ]

5 }

6 }

Once the query has been constructed we retrieve the term vectors of all
documents that are returned by the query, and the term vectors of a sample
of 100 documents that do not match the query. As an example, if we would
investigate the Sirius Star, this would result in a set of term vectors about the
hijacking of the Sirius Star, as well as a set of term vectors about a number of
di↵erent arbitrary vessels.

3.2 Term Saliency Algorithm

The Rocchio Algorithm[6] is a relevance feedback technique. This algorithm is
applied over the two sets of term vectors, in order to reshape these into one
term vector that best describes the documents about the investigated vessel
with respect to the other documents in the corpus. The algorithm is described
in Equation 1, with
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Dr  – hijack, pirates, ship, captain, etc.
Dnr  – ship, captain, sea, engine, etc.
Qm  – hijack, pirates, ship, captain, etc.



Risk classification

• Pre-defined set of concepts for each event type we want 
to detect

• Each term in the calculated vector is lemmatized and 
looked up in WordNet

• When matched with a pre-defined concept, 
a score is added to the event type’s score

• This score is calculated by taking the frequency of the 
term in the term vector, divided by the ambiguity
(number of synsets that contain the term)



Simple Event Model

• For representation, each detected event type is 
assumed to correspond to one distinct SEM event

  

The data representation



Simple Event Model
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Evaluation

• E1 - Given the name of a ship,
are relevant documents returned?

• E2 - Given a set of documents (from E1),
does the system classify the correct event types?

• E3 - Given the name of a ship (with known risk behavior), 
does the system classify this ship correctly and completely?

• Behavior for non-remarkable vessels was tested 
qualitatively, looking for anomalies when classifying 76000 
known ship names



Results

• 3064 of the 76696 vessels triggered an alert on at least one category,

• Would require an operator to confirm 5 vessels each hour,
instead of 2 each minute (when manually assessing)

Table 1. Evaluation results for evaluation criteria E1, E2 and E3 described in Section 4.
DF denotes number of documents found by the system, DR represents which of these
documents were actually relevant to the vessel. For both E1 and E2, TTP indicates the
number of true positive classified event types, TFP represents false positives, and TFN

denotes the number of false negatives. P and R denote Precision and Recall respectively.

E1 E2 E3
Vessel DF DR P TTP TFP TFN P R TTP TFP TFN P R

Exxon Valdez 34 8 0.24 3 0 0 1.00 1.00 3 0 0 1.00 1.00
Probo Koala 0 0 1.00 0 0 0 1.00 1.00 0 0 1 1.00 0.00
Costa Concordia 0 0 1.00 0 0 0 1.00 1.00 0 0 2 1.00 0.00
Estonia 136 80 0.59 0 0 1 1.00 0.00 0 0 1 1.00 0.00
Herald of Free Enter-
prise

95 52 0.55 1 1 0 0.50 1.00 1 1 0 0.50 1.00

Sirius Star 46 44 0.96 2 0 0 1.00 1.00 2 0 0 1.00 1.00
Vindo 26 26 1.00 2 0 0 1.00 1.00 2 0 0 1.00 1.00
Edinburgh Castle 4 0 0.00 0 1 0 0.00 1.00 0 1 1 0.00 0.00
Zeldenrust 1 1 1.00 2 1 0 0.67 1.00 2 1 0 0.67 1.00
Scandinavian Star 9 9 1.00 1 3 0 0.25 1.00 1 3 0 0.25 1.00
Lady Azza 0 0 1.00 0 0 0 1.00 1.00 0 0 2 1.00 0.00
Ronin 2 2 1.00 2 1 0 0.67 1.00 2 1 0 0.67 1.00
Union Pluto 1 1 1.00 2 1 0 0.67 1.00 2 1 0 0.67 1.00
Achille Lauro 72 48 0.67 0 0 3 0.00 0.00 0 0 2 1.00 0.00
Viking Victor 23 22 0.96 0 1 1 0.00 0.00 0 1 1 0.00 0.00
Astree 4 4 1.00 1 2 0 0.33 1.00 1 2 0 0.33 1.00

Total 453 297 0.66 16 11 5 0.59 0.76 16 11 10 0.59 0.62

Of the ships that were mentioned in at least one news article, the system only
failed to raise the correct red flags for three instances, one of which did trigger
an alert but for an incorrect event type. For the other two, the system was most
probably thrown o↵ by the fact that these vessels (Estonia and Achille Lauro)
were mentioned a lot in news articles about other events involving di↵erent ships.
One could say that these ships might have been ’too famous’ to be correctly
picked up.

The false positives generated by the system seem to mostly originate from the
fact that, in addition to the correct event type, sometimes additional types are
triggered by the documents that describe the correct event type. For example,
in the case of smuggling, the smuggled goods are often seized by the authorities
after being discovered, which in turn triggers the thievery and piracy category, as
the system in this case canot discern between the legal interpretation of seizing
of goods, and the illegal one.

Out of the 76696 batch-evaluated ships, the system did not detect any risk
factors for 73532. This means that, with our system in use, the operator will
receive an alert and has to confirm approximately 4% of all vessels. If we assume
this is a representative sample of ships, this will cause the operator to have to look
at approximately 5 vessels each hour for the Netherlands Exclusive Economic
Zone (compared to 120 when manually assessing all ships).



• Separate the distinct events, and
Cluster multiple mentions of the same event

• Improve identity resolution
(e.g. different ships with the same name)

Future work



Future work (continued)

When manually reviewing the ships that trigger alerts, a considerable number
of them either have names that refer to a place (’baltic sea’, ’brasilia’, ’brook-
lyn’, ’casablanca’), or are named after words that have something to do with the
exact threats we are looking for (’buccaneer’, ’dealer’, ’robin hood’). Due to the
search engine only looking at words in the press releases without actually disam-
biguating them, the queries formed from the names of these ships most probably
return articles about entirely di↵erent ships. These false positives, however, can
be very quickly dismissed by the operator, as one glance at the documents should
be enough to see they are not about said ship.

In this paper we wanted to focus on the statistical saliency algorithm and
the term risk classification part of the entire event detection pipe line. We as-
sume that a thorough NER tool would solve many of the cases discussed above
if properly retrained with domain-specific terms such as ship vessels and port
names.

Fig. 2. Term Network for the Sirius Star

7 Conclusion

In this paper, we have described an event-type extractor on top of ElasticSearch,
and applied this system in a case study concerned with assisting maritime se-

• Learn storyline structure



Recap

• Event-type extractor for assisting maritime security 
operators

• Relevance feedback, lexical databases,
domain information

• Raises ‘red flags’ fairly accurate given that articles 
about the ship are actually in our database

• Number of false negative is low enough not to overload 
an operator



Questions?


