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Conformal Predictions
A recent framework for reliable confidence estimation

Desirable Properties

• Calibration of obtained confidence values in 
online setting

• Can be generalized to any 
classification/regression algorithm

Developed By

• Vovk, Shafer, Gammerman 

Theoretical Basis

• Algorithmic randomness, Transductive 
inference, Hypothesis testing
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Motivation
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Kernel Learning for Efficiency Maximization

Maximize the margin between the class Minimize the variance within each class

Class 1

Class 2

m

Within-scatter Matrix

Minimize
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Kernel Learning for Efficiency Maximization
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Kernel Learning for Efficiency Maximization

Standard SVM Problem!

Existing kernel learning method (Extended 
Level Method, Xu 2009) used to learn the 

kernel
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Results
Cardiac Patient Dataset
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