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Learning from Demonstrations

Expert Learning Control
Demonstrations — Algorithm — "~ Policy

Successes:

» Helicopter Flight [Abbeel 07]
» Robot Surgical Task [Berg 10]
* UAV Control [Ross 13]

o ‘ * Navigation in Human Environments [Kim 13]
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Suboptimal Expert Epenisive-Expert

Key Idea: | earn from both trial-and-error and demonstrations
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[Fleinforcement Learning}[Learning from Demonstrations]




Approximate Policy lteration with Demonstrations
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Approximate Policy lteration Large Margin Classification

e v

Q« argmin ([|Q—T7Q|2 +\*(Q))+ —
QEFIAl L™ |

s.t.  Q(Xi,7p(Xi)) — max Q(Xj.a)2>

- j i

- i LER '

« PAC guarantee on Bellman Error f“\\ e
IR as & Rk ==

» Real Robot Path Finding Experiment 2 = |
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