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Overt attention
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Overt attention: 
 What is attention?

Everyone knows what attention is. It is 
the taking possession of the mind, in 
clear and vivid form, of one out of what 
seem several simultaneous possible 
objects or trains of thought. Focalization, 
concentration of consciousness are of its 
essence. It implies withdrawal from some 
things in order to deal effectively with 
others, and is a condition which has a 
real opposite in the confused, dazed, 
scatterbrain state…. 
                      – William James (1890)

Attention is difficult to define.
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Overt attention: 
 Overt attention

• Remember week 1, retina, 
dependence of spatial 
resolution on eccentricity

• Movements of the eyes 
allow selective acquisition 
of visual signals.

• Other sensory organs 
equally allow selective 
capturing of environmental 
signals.

Big point: Overt attention is measurable.
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Overt attention: 
 Spatial acuity

Due to the dramatic drop in cone density 
the spatial acuity drops rapidly with increasing eccentricity.
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Yarbus (1967)

We can track eye movements under truly natural conditions.

Modern techniques for eye tracking

Eye movemen t s a re an 
observable expression of 
attention, nicknamed overt 
attention. Overt and covert 
attention have been shown to 
activate largely overlapping 
cortical structures. Therefore 
we take eye movements as a 
measure of attention

    Since the time of Buswell 
and Yarbus eye tracking has 
come a long way. From 
sub j e c t i ve ob se r v a t i on , 
intrusive aluminum rods or 
suction caps, we can now 
monitor eye movements with 
high precision in the lab as 
well as normal environments.

Frank Schumann!Wolfgang Einhäuser!

Schumann et al. (2008) J Vision, Einhäuser et al. (2008a,b) Ann NY Acad Sci
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What is the relation of eye movements and cognition?

Eye movements as a window to cognition ‘t Hart et al. (2009) Vis Cog

Eye movements are an observable expression of 
attention, nicknamed overt attention. Overt and 
covert attention have been shown to activate 
largely overlapping cortical structures. Therefore 
we take eye movements as a measure of 

attention. Since the time of Buswell and Yarbus 
eye tracking has come a long way.  Present 
technology allows Mobile eye tracking in head 
and retinal coordinates (cooperation with Erich 
Schneider LMU München).
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Overt attention: 
 Human eye-tracking

To differentiate types of eye movements high sampling rates are necessary.
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Overt attention: 
 Eye movements

Motivation to investigate eye movements:
  the occulomotor system is reasonably well understood
  understanding the human visual system might help for     
    machine vision
  this is all true, but here the emphasis is on
   eye movements as a window to cognition

Advantages:
  everybody is making eye movements 

    all the time
  each one expresses a decision to 

    make a saccade to a selected location
  200 per minute  --> fast statistics
  high precision measurements
  non-invasive
  intrinsic part of many aspects  of cognition
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Covert attention
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Covert attention: 
 Helmholtz

Helmholtz observed that we can 
enhance perception, if we focus 
our attention on a location in the 
visual field

However, enhancing perception in 
one part of the visual field takes 
place at the expense of other 
areas.

Hermann von Helmholtz (1894)

Processing may be enhanced in spatially localized regions without eye movements.
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Covert attention: 
 A typical experimental setup

Performance is described by a spotlight of attention: 
   A central cue indicates the location of the 
upcoming target. Compared to the uncued situation 
(neutral), when the target appears after a short delay 
at the cued location (valid) the reaction time is 
reduced. When the target appears at the uncued 
location (invalid) the reaction time is prolonged. 
    These properties gave rise to the hypothetical 
sequence of  “disengage - move - engage”.

This task design is used in a really large number of studies.
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 Similar to overt attention

 2-stage processing (first parallel, 
then sequential)

 Selection is based on physical 
properties of the stimulus (e.g., 
pitch, loudness, etc...) 

 Only one input channel can be 
processed at a time. 

Covert attention: 
 Early selection

The early filter theory models basic observations of attention.

Broadbend‘s filter theory

 Semantic interpretation only after 
selection.

 conscious control

 it takes time to shift attention

 Covert attention is modeled quite 
similar to overt attention.

13Sunday, March 2, 14



Covert attention: 
 Popout and conjunctions

Ahissar & Hochstein (2002) Neuron

What pops out can capture the channel for further processing. Features that do not 
and are therefore only detected at the sequential stage.
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Covert attention: 
 Popout II

Pop out can be  quantified by measuring the time needed per element. Near zero for 
parallel feature search and a finite slope (50ms/element) for conjunction search.  

sequential processing

parallel processing
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A clean case of sequential processing. 
The more cows you have to check the longer it needs. 
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Neuronal basis of attention
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Neglect: 
 Involved brain structures

Superior Colliculus (midbrain) is 
involved in reflexive selective visual 
attention, eye movements and  
movement of selective attention. It is 
directly involved in ocular motor 
output and receives direct visual input 
from the retina.

Thalamus (diencephalon) with different 
subnuclei modulates arousal. Pulvinar 
(also a part of the thalamus) might gate 
or filter selective attention and 
mediates  engagement of attention.

Frontal Eye Field(FEF) is an important 
area for the voluntary control of eye 
movements and voluntary selective 
visual attention.

Neglect high lightens the role of posterior parietal cortex in attention.
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Covert attention: 
 Attentional systems

Cortical systems for overt and covert attention largely overlap.
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Physiology:
 Basic observations

Attention modulates mean firing rates of cortical neurons.
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preferred

neutral

not preferred

Physiology: 
 MT & MST

Treue (2001) Trends Neurosci

Attention modulates the tonic part of the neuronal response in higher visual areas. 
The effect size is (grand average) in the order of 25%.

Neurons from the middle-temporal area (MT) 
and the medial superior temporal area (MST).  
The y-axis is the level of response relative to 
the sustained activity in the condition where 
attention was directed towards the preferred 
direction stimulus inside the receptive field.  
Two half-circle shaped random dot patterns 
were presented inside the receptive field, one 
moving in the preferred direction and the 
other in the anti-preferred direction of the 
neuron.  The animal was instructed before every 
trial to direct its attention towards one or the 
other pattern (red and green curve), or to a 
square on top of the fixation cross (blue curve).
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Neglect
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Neglect: 
 Two kinds of strokes

Many areas are involved in attentional processes. Still, lesions of the 
posterior parietal cortex have the most profound effects on behaviour. 

Stroke is a common cause of neglect.
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Bilateral Neglect (simultanagnosia): See one object at a time, usually in central 
fovea, almost like “tunnel vision”.
Balint's syndrome: Trias of inability to move the hand to an object by using vision 
(optic ataxia); inability to voluntarily control the gaze (ocular apraxia); inability to 
recognize more than one object shown at the same time (simultanagnosia).

Neglect: 
 Exploration of space

Unilateral neglect 
involves a loss of 
orienting behaviours 
and exploratory search 
on the side 
contralateral to the 
lesion. 
Patients are not aware 
of their deficit. The real 
life impairments are 
much more severe than 
a unilateral blindness

tactile searchingvisual searching

Karnath (2001) Nature Neuroscience

Neglect is a multimodal phenomenon.
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Neglect: 
 Symptomes

Clinical behaviour: Spontaneous deviation of 
the head and the eyes toward the 
ipsilesional side when addressed from the 
front of the left and ignoring contralesional 
located object or people

downtown
greenhouse
basketball
desktop
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Neglect: 
 Recall

‘Imagine you’re in a familiar piazza in Milano that you know well on one 
side. What would you see?’;  Now imagine you’re on the other side of 
the piazza. What would you see?’ Neglect occurs during memory recall.

Neglect is not a purely sensory disturbance, but involves memory as well.
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Neglect: 
 An effect of scale

Neglect after right and left sided lesions differ in scale: 
Right side for global processing; left side for detailed processing. 
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Neglect: 
 Local/global

(a) Patient J.R.'s marking of the 
corners of a complex pattern. Note 
that the full extend of the figure is 
marked. 

(b) Her attempts to cancel all the 
local components. Note that all left 
sided elements are neglected. 

(c) Her copy of the stimulus display 
from memory. Note that the 
overall shape is reproduced. 

Marshall & Halligan (1995) Nature

After right sided lesion seeing the forest but only half of the trees.
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Neglect: 
 Implicit processing

Describe the differences between upper 
and lower house. 
! → patient: „no difference“!

In which house would you like to live? 
! →patient: „the lower one“!

Even so striking differences of the two 
pictures are ignored, implicit processing 
is taking place. 

Parts of neglected stimuli are implicitly processed.
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Neglect: 
 Which brain areas?

Are (right) posterior parietal lobe, angular and 
supramarginal gyri lesions really responsible for the 
symptoms in neglect? Most studies on neglect consider 
patients with additional primary defects of visual field 
(e.g. hemianopia was presented in 50-87% of the 
patients). Here is a study trying to separate the causes of 
visual field defects and neglect. It is focused on patients 
with ‘pure’ spatial neglect with no visual-field defects. 
Lesion analysis of patients without visual field defects and 
without (controls) and with spatial neglect. The number 
of overlapping lesions is illustrated by colour. The centre 
of overlap was defined as those voxels that showed 
lesions in more than 15 patients (green area). 

Karnath (2001) Nature

A systematic relation to neglect is found in STG and not IPL.
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Neglect
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Action <- causes -> perception?
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What is the relation of eye movements and perception?

Do we first look in a donkey specific pattern and then perceive the figure, 
or do we perceive a donkey and then look at characteristic spots?

man mouse?

donkey seal?

Kietzmann et al. (2010) PLoS One

Tim Kietzmann Stephan Geuter

We use ambiguous figures to investigate eye movements 
with constant physical stimulation but varying perception.
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The relation of action and perception

Action precedes perception. A bias on action biases perception.

We observe strong systematic differences in 
fixation patterns of disambiguated stimuli, that 
are physically similar. 

With physically identical stimuli the fixation 
pattern is correlated with the percept. The 
strength of effect in this example is at 64% 
percentile of 12 stimulus sets. 

Importantly, the highest correlation is 
well before (800 ms reaction time 
corrected) the button press.

Furthermore, the percept can be systematically 
influenced by biasing the fixation pattern. 
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A causal influence of eye movement patterns

Does increasing evidence for one percept increasingly 
bias further selection of fixation points?

We do not find evidence for a correlation of 
cumulative and instantaneous pattern bias, and thus no 
evidence for an influence of a preconscious hypothesis.

Is the subjective report reliable? We measure pupil 
dilation as an indication of a perceptual decision. 

Maximal difference in fixation pattern
 occurs well before pupil dilation.

These results are compatible with a stimulus driven guidance of eye movements. 
35Sunday, March 2, 14



Factors of eye movement control
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Factors in the selection of fixation points

Low level features (bottom-up) Task context (top-down)

Proximity (spatial bias)

What is the relative influence of these factors?
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Where is the animal?

Salient signals and camouflage have its purpose in nature. 
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Stimulus dependent contributions
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Salience maps: 
 Principles

Itti & Koch (2001) Nature Rev Neurosci

There are many different physical 
qualities that can make an object 
more salient than other objects in the 
display, such as its colour, orientation, 
size, shape, movement or unique 
onset. The salience map allows the 
most distinct object to be identified, 
independently of 
the particular features that it 
possesses, by receiving input from 
different feature maps that represent 
specific  qualities of the scene and 
then summing these values.

The relative distinctiveness of the object is represented in a featureless manner.

Figure 1 | Flow diagram of a typical model for the control of bottom-up attention. This diagram is based on Koch and Ullman’s19 hypothesis that a centralized two-dimensional 
saliency map can provide an efficient control strategy for the deployment of attention on the basis of bottom-up cues. The input image is decomposed through several pre-attentive 
feature detection mechanisms (sensitive to colour, intensity and so on), which operate in parallel over the entire visual scene. Neurons in the feature maps then encode for spatial 
contrast in each of those feature channels. In addition, neurons in each feature map spatially compete for salience, through long-range connections that extend far beyond the spatial 
range of the classical receptive field of each neuron (here shown for one channel; the others are similar). After competition, the feature maps are combined into a unique saliency map, 
which topographically encodes for saliency irrespective of the feature channel in which stimuli appeared salient. The saliency map is sequentially scanned by attention through the 
interplay between a winner-take-all network (which detects the point of highest saliency at any given time) and inhibition of return (which suppresses the last attended location from the 
saliency map, so that attention can focus onto the next most salient location). Top-down attentional bias and training can modulate most stages of this bottom-up model (red shading 
and arrows)
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Measurement of eye 
movements: fast are 
shown in yellow, fixation 
points in red.

Salience maps: 
 Image properties at fixation points

Einhäuser & König (2003) Eur J Neurosc
Acik et al. (2009) Vision Res

We find a systematic increase of luminance contrast at fixation points.

Luminance contrast at fixation points.
Comparison of luminance contrast at fixation 
points in natural visual stimuli and control 
locations. Each point depicts the average 
luminance contrast within one image. If 
luminance contrast is uncorrelated with the 
selection of fixation points we would expect all 
data on or near the main diagonal.  The data 
are in line with previous results of Reinagel & 
Zador (1999)
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Salience maps: 
 A causal effect?

Einhäuser & König (2003) Eur J Neurosci
Acik et al. (2009) Vis Res

The effect of modifications of 
luminance contrast depends 
strongly on image category. For 
moderate changes no effect may 
be observed at all. Reductions of 
contrast may increase saliency. 

Are we investigating the relevant features?
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- luminance contrast
- texture contrast
- saturation
- r/g contrast
- b/y contrast
- motion
- depth
- phase symmetry
- intr. dimensionality
- sobel-filter
- 2nd order color contrast

Studies on integration of 
information

Onat et al. (submitted) Acik et al. (2014), Jansen et al. 
(2009) Journal of Vision, Einhäuser et al. (2009) Annals 
of the New York Academy of Sciences, Einhäuser et al. 
(2009b) Annals of the New York Academy of Sciences, 
Quigley et al. (2008) Journal of Eye Movement 
Research, Frey et al. (2008) Journal of Vision , Schumann 
et al. (2008), Journal of Vision, Harding et al. (2007) 
WAPCV 07, Einhäuser et al. (2007) Network: 
Computation in Neural Systems, Onat et al. (2007) 
Journal of Vision, Frey et al. (2007) Perception & 
Psychophysics, Moeller et al. (2007) NeuroReport, Saal 
et al. (2006) IEEE AICS, Einhäuser et al. (2006) Journal 
of Vision, Einhäuser et al. (2006) Vision Research 

Salience maps: 
 Many more features

By studying many different image properties we can better understand eye movements.
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Salience maps: 
 Interaction of features

Engmann et al. (2009) Percept Psychophys

The combined effect of luminance and color is well predicted by an additive model.
44Sunday, March 2, 14



Definition of dynamic features

We compare the predictive value of dynamic and static features on dynamic (videos) 
and static (still frames taken out of these videos) stimuli. 

Acik et al. (2014) J Vision
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Interaction of features Acik et al. (2014)

Motino features have about 50% predictive value in static stimuli as well, 
although they are not correlated with low level static features. 

Evaluation of different approaches for extracting visual information suitable for learning eSMCs

Viewing videos Viewing static Dynamic saliency maps 
predictions 

Motion cues are effective 
(~50%) in static images.

Motion and static features 
predict behavior 
independently.

This is a very strange 
contrast. Our current 
hypothesis is that the missing 
prediction power is 
supplemented by high-level 
processing. This predicts a lag 
in fixations of motion-salient 
regions in static images. 
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A comparison with the high-level feature “interestingness”.

... continued later when we discuss fixation duration. 

Interestigness (clicks' maps) are highly predictive of fixation locations and highly correlated with best features. 

Low-level image features are maximally effective at those locations that had already high interestingness ratings.
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A comparison with the high-level feature “interestingness”.

... continued later when we discuss fixation duration. 

Interestigness (clicks' maps) are highly 
predictive of fixation locations and highly 
correlated with best features. 

Low-level image features are maximally 
effective at those locations that had 
already high interestingness ratings.
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High-level factors
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Viewing visual stimuli in the context of three different tasks shows that the correlation 
of features with fixation points varies in strength, however, the pattern remains 
constant. The effect of task context in this experiment can not be modelled by a 
modulation of low level feature maps.   

Betz et al. (submitted)Geometrical and high-level factors:
 What is the role of the task?

We find evidence for strong top-down. As a consequence, the prediction of fixations in 
different tasks may be based on the same fingerprint of features.

Strength of correlation of different 
features in three different tasks.

See also Lipps & Pelz 2004 „While subjects‘ eye-movement patterns were clearly task dependent, the patterns are 
much less dramatic than those shown in Yarbus‘ now classic illustrations. “

Betz et al. (2010) J Vis
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Dissecting different contributions

Kollmorgen et al. (2010) PLoS Comp Biol

 

High level information, spatial properties as well as low level features 
contribute significantly to guidance of eye movements. 

Partialization leads only to a moderate reduction of correlation.

 

Two sets of images are investigated in the context of two different tasks (each). 
Contributions of stimulus dependent saliency (local feature contrasts), task 
related saliency (performance gain contingent on fixation of the bubble) and 
spatial bias (probability to fixate a bubble for purely geometrical reasons) are 
used to fit observed empirical saliency.  

Here an example for task related saliency is shown. Information gained by 
fixation of a bubble is converted to task dependent saliency that in turn is 
fitted to the observed empirical saliency. The histogram shows the 
correlation coefficient in 4 different tasks.  

Sylvia Schröder Nora NortmannSepp Kollmorgen
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Saliency maps
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stimulus                            prediction     eye movements

Modelling of overt attention: How good can we get?

The model makes qualitatively and quantitatively good predictions, 
compatible with the initial hypothesis.

high salience

low salience

Wilming et al. (2011) PLoS one

Tim Kietzmann Torsten BetzNiklas Wilming

The quality of the model is characterized by the area under the ROC curve (AUC) to 
classify points being fixated or not. 0.50 is random guessing, 1.00 is perfect.

Natural! ! 0,75!
Fractal! ! 0,79
Urban! ! 0,75
Web pages! 0,87

In the last category the model is as 
good as a classical experimental study 
with 7 subjects. 
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Is a low-level salience map real?

Spatial hemineglect unmasks a stimulus dependent salience map.

NC

NC

Compared to controls (C) neglect 
patients (N) show a reduction in 
contralesional exploration. 

Spatial distribution of fixations Relation of fixations to image features

Neglect patients show a largely increased influence 
of low-level features on the neglected side. 
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Neglect (n=15)
Control (n=8)

Osandon et al. (2012) Neuropsychologica
Jose Ossandon Selim Onat Cazzoli D Nyffeler T Rene Müri
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Is a low-level salience map real?

Bilateral parietal TMS unmasks a stimulus dependent salience map.

TMSC

NC

Neglect patients (N) show compared 
to controls (C) the defining reduction 
in contralesional exploration. Please 
note that the spatial extend of 
exploration on the ipsilesional side 
exploration is slightly reduced. 

Spatial distribution of fixations Relation of fixations to image features
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Neglect patients show a largely increased influence of 
low-level features on the neglected side. This holds in 
comparison to the ipsilesional side and to control 
subjects.  

}*
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Control (n=10)
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Is the saliency map encoded in early visual cortex?

No.

Visual stimuli (left) and initial fixations 
to modified quadrant (right). Both 
locally enhanced and reduced luminance 
contrast increase salience. 

luminance values and is computed by convolving I0
with a Gaussian kernel with a full width at half
maximum of 6.538. K describes how the modification
level changes as a function of the distance to the peak
modification. Here, K is given as the cosine of the
square of the distance to the peak modification
location:

Kðx; yÞ ¼
!

cos ðx2 þ y2Þ=s
" #

þ 1
$
=2:

This function has its maximum value of 1 at x¼y¼0
and smoothly drops to 0 at (x2þ y2)/s¼p. The value of
s was chosen such that the zero-crossing occurred at the
edge of the modified quadrant in the horizontal
direction. In the vertical direction, the modification
slightly leaks into the adjacent quadrant, but this only
corresponds to 0.74% of the kernel’s mass. To modify a
specific quadrant, K was centered in the respective
quadrant. All in all, we generated 243 different stimuli
(27 stimuli · 2 modifications · 4 quadrants þ 27
unmodified; see Figure 1 for examples).

Eye tracking

Participants

Eleven student volunteers took part in the eye-
tracking experiment (four men and seven women; age
range¼ 20–30 years, mean age ¼ 25 years). All
participants had normal or corrected-to-normal vision.
Inclusion in the study was contingent on reliable eye-
tracking calibration with an average validation error
below 0.38. As compensation, participants received
either payment or course credit. The study was
conducted in accordance with the Declaration of
Helsinki and approved by the local ethics committee.

Apparatus

The experimental apparatus was designed to resem-
ble the parameters of the fMRI experiment. Screen
distance was 80 cm to achieve the same stimulus size as
later on in the scanner (26.68 · 20.58). Stimuli were
presented on a 19-in. flat-screen monitor (SyncMaster
971p, Samsung Electronics, Seoul, South Korea) at a
screen resolution of 1280 · 1024 pixels and a refresh
rate of 75 Hz. Eye movements were recorded with an
Eyelink II system (SR Research Ltd., Missisauga,
Ontario, Canada) at a sampling rate of 500 Hz. The
system is capable of tracking both eyes, but only the eye
that gave a lower validation error after calibration was
recorded. A chin rest was used to minimize head
movements. The experiment was conducted in a
darkened room.

Procedure

The stimuli were presented in three blocks of equal
length. In the break between blocks, we encouraged
participants to rest and remove the eye tracker. Before
each stimulus onset, drift correction was performed,
requiring participants to fixate on the center of the
screen. Subsequently, each stimulus was presented until
a random number of saccades between three and eight
had been performed (see Figure 1C). Each stimulus was
presented once to each subject (243 trials per subject,
2,673 trials in total). The stimulus order was random-
ized, but the number of stimuli from each condition
was the same in all blocks. The task was to recognize
whether a patch of size 250· 250 pixels, presented after
stimulus offset, was taken from the image just shown.
The probability that the patch actually came from the
previously seen image was 50%. Participants responded
by pressing either the up arrow (for yes) or the down
arrow (for no) on a regular keyboard. To shorten the
duration of the experiment and to avoid fatigue or
demotivation, the patch-recognition task was only
presented after 49 randomly selected trials out of the
243. A test run, consisting of five images, was

Figure 1. (A–B) Examples of pink-noise stimuli with high and low
contrast modifications. Note that the change in contrast is
much more gradual and less visible if stimuli are viewed at their
original size. (C) Time course of one eye-tracking trial. Each trial
started with a central fixation on a gray screen, after which one
pink-noise stimulus was shown until three to eight saccades
were completed. In 49 out of 243 trials, a patch-recognition task
was performed after stimulus offset. (D) Time course of an fMRI
trial. In each trial, one image was presented repeatedly for 200
ms with a 200-ms gap. During a gap, the screen switched to a
gray background. Between successive trials there was a variable
interstimulus interval of 1 to 5 s. Observers had to detect the
opening of one side of a central square. This task ran
continuously throughout the session and independently of the
pink-noise stimulation.

Journal of Vision (2013) 13(14):6, 1–12 Betz et al. 3

luminance values and is computed by convolving I0
with a Gaussian kernel with a full width at half
maximum of 6.538. K describes how the modification
level changes as a function of the distance to the peak
modification. Here, K is given as the cosine of the
square of the distance to the peak modification
location:

Kðx; yÞ ¼
!

cos ðx2 þ y2Þ=s
" #

þ 1
$
=2:

This function has its maximum value of 1 at x¼y¼0
and smoothly drops to 0 at (x2þ y2)/s¼p. The value of
s was chosen such that the zero-crossing occurred at the
edge of the modified quadrant in the horizontal
direction. In the vertical direction, the modification
slightly leaks into the adjacent quadrant, but this only
corresponds to 0.74% of the kernel’s mass. To modify a
specific quadrant, K was centered in the respective
quadrant. All in all, we generated 243 different stimuli
(27 stimuli · 2 modifications · 4 quadrants þ 27
unmodified; see Figure 1 for examples).

Eye tracking

Participants

Eleven student volunteers took part in the eye-
tracking experiment (four men and seven women; age
range¼ 20–30 years, mean age ¼ 25 years). All
participants had normal or corrected-to-normal vision.
Inclusion in the study was contingent on reliable eye-
tracking calibration with an average validation error
below 0.38. As compensation, participants received
either payment or course credit. The study was
conducted in accordance with the Declaration of
Helsinki and approved by the local ethics committee.

Apparatus

The experimental apparatus was designed to resem-
ble the parameters of the fMRI experiment. Screen
distance was 80 cm to achieve the same stimulus size as
later on in the scanner (26.68 · 20.58). Stimuli were
presented on a 19-in. flat-screen monitor (SyncMaster
971p, Samsung Electronics, Seoul, South Korea) at a
screen resolution of 1280 · 1024 pixels and a refresh
rate of 75 Hz. Eye movements were recorded with an
Eyelink II system (SR Research Ltd., Missisauga,
Ontario, Canada) at a sampling rate of 500 Hz. The
system is capable of tracking both eyes, but only the eye
that gave a lower validation error after calibration was
recorded. A chin rest was used to minimize head
movements. The experiment was conducted in a
darkened room.

Procedure

The stimuli were presented in three blocks of equal
length. In the break between blocks, we encouraged
participants to rest and remove the eye tracker. Before
each stimulus onset, drift correction was performed,
requiring participants to fixate on the center of the
screen. Subsequently, each stimulus was presented until
a random number of saccades between three and eight
had been performed (see Figure 1C). Each stimulus was
presented once to each subject (243 trials per subject,
2,673 trials in total). The stimulus order was random-
ized, but the number of stimuli from each condition
was the same in all blocks. The task was to recognize
whether a patch of size 250· 250 pixels, presented after
stimulus offset, was taken from the image just shown.
The probability that the patch actually came from the
previously seen image was 50%. Participants responded
by pressing either the up arrow (for yes) or the down
arrow (for no) on a regular keyboard. To shorten the
duration of the experiment and to avoid fatigue or
demotivation, the patch-recognition task was only
presented after 49 randomly selected trials out of the
243. A test run, consisting of five images, was

Figure 1. (A–B) Examples of pink-noise stimuli with high and low
contrast modifications. Note that the change in contrast is
much more gradual and less visible if stimuli are viewed at their
original size. (C) Time course of one eye-tracking trial. Each trial
started with a central fixation on a gray screen, after which one
pink-noise stimulus was shown until three to eight saccades
were completed. In 49 out of 243 trials, a patch-recognition task
was performed after stimulus offset. (D) Time course of an fMRI
trial. In each trial, one image was presented repeatedly for 200
ms with a 200-ms gap. During a gap, the screen switched to a
gray background. Between successive trials there was a variable
interstimulus interval of 1 to 5 s. Observers had to detect the
opening of one side of a central square. This task ran
continuously throughout the session and independently of the
pink-noise stimulation.
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comparing low contrast versus baseline and high
contrast versus baseline. The saliency-encoding hy-
pothesis therefore predicts that the normal vector to the
separating hyperplane points in the same direction for
comparing low contrast versus baseline and high
contrast versus baseline. Conversely, the contrast-
encoding hypothesis predicts that the two normal
vectors point in opposite directions. This is illustrated
geometrically in Figure 5B. We therefore computed the
weight vectors (the normal vector to the separating
hyperplane) for pairs of SVMs that predicted low
contrast versus baseline and high contrast versus
baseline stimulation based on data from the same runs.
These weights were then averaged over the five runs
and the three different non-ROI quadrants. In a next
step, we computed the angle between those weight
vectors. If the two weight vectors are completely
independent—for example, if weight vectors are not

consistent across runs of the experiment,—the expected
angular value is 908. Angles significantly above 908
indicate that the contrast response is greater than a
potential saliency response, and angles significantly
below 908 indicate a stronger saliency than contrast
response.

Results

High and low contrast modifications increase
saliency

The primary goal of our study was to disentangle
computations of luminance contrast and saliency. We
created images on which luminance contrast in a

Figure 2. Top row: Top-left and top-center panels show t maps of one observer for stimulation of a quadrant (Q1 left, Q3 center) with

a flickering checkerboard. The colored outlines mark areas that show significant activation to stimulation of Q1 (green) or Q3 (yellow)

and no significant activation to stimulation of any other quadrant. The black outlines show early visual areas identified by retinotopic

mapping on a flattened cortex for one observer. The phase map used for identifying early visual areas by locating phase-reversal

boundaries is shown on the top right. Bottom row: Depiction of mean activation analysis and the multivoxel pattern analysis. The

shaded green area highlights as an example the ROI V3 Q1. The two analyses were carried out for each combination of visual area

(mean activation analysis) and quadrant area (multivoxel pattern analysis).
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quadrant was either decreased or increased. The
attentional effect of these modifications was first
investigated in an eye-tracking study. We recorded
how often the first free fixation on an image fell into
each quadrant. Analysis was restricted to the first
fixation because its target is selected while the retinal
stimulation is identical to the central fixation in the
fMRI task. The distribution of fixations across the
different quadrants is shown in Figure 3A. Each
quadrant attracts more fixations in each of the two
modification conditions than when it is unmodified
(Figure 3B). This is backed by a two-factor repeated-
measures analysis of variance with quadrant and
modification as factors. Only the modification factor
is significant (modification: p , 0.001; quadrant: p .
0.3; interaction: p . 0.5). Importantly, both modifi-
cations are significantly different from baseline (high
contrast versus baseline: p , 0.001; low contrast
versus baseline: p , 0.001; t test). We conclude that
both increases and decreases in local luminance
contrast increase saliency in the modified quadrant by
a comparable amount. Thus, these stimuli are suitable
for disambiguating between the retinotopic processing
of luminance contrast and saliency.

Mean BOLD activity increases with contrast

We analyzed how contrast modifications affected the
mean BOLD response to the modified image regions in

brain regions that process the visual input. We extracted
GLM parameter estimates from all voxels in 16
functionally defined regions of interest (ROIs) corre-
sponding to the four quadrants of the visual field in V1–
V3 and hV4 (see Methods and Figure 2). The contrast-
encoding hypothesis predicts low activity in quadrants
stimulated with reduced contrast and high activity for
high-contrast stimulation. The saliency-encoding hy-
pothesis, in its strongest form, predicts increased activity
for both types of modification compared to baseline. We
analyzed activity averaged across quadrants in individ-
ual areas in the high-contrast condition, in the low-
contrast condition, and for the unmodified images
(Figure 4). A repeated-measures ANOVA with condi-
tion (high contrast, baseline, low contrast) and area (V1–
V3 and hV4) as factors reveals significant main effects of
both factors (p , 0.001) and a significant interaction (p
, 0.05). Single-factor ANOVAs computed on the data
of individual areas show that the effect of condition is
significant throughout all areas (p , 0.001, Holm–
Bonferroni corrected). We assessed the source of the
significant effect with post hoc pairwise t tests. The
differences between high contrast and baseline and
between high contrast and low contrast are significant in
all areas (p , 0.01). The difference between low contrast
and baseline, the latter inducing higher activity than the
former, is only significant in V1 (p , 0.01) and V2 (p ,
0.05), all values Holm–Bonferroni corrected). In sum-
mary, high contrast leads to an increase in activity
compared to both baseline and low contrast, but low

Figure 3. Distribution of fixations in the different stimulus conditions. (A) Each color encodes fixations made when a certain quadrant
was modified (Q1: green; Q2: red; Q3: yellow; Q4: blue). Gray fixations were made on unmodified stimuli. Solid gray lines mark the
quadrant borders, and plus signs mark the peaks of the modification which spanned the entire quadrant. Neither were shown on the
actual stimuli. For all modifications, the fixation distribution is shifted towards the peak of the modification. (B) Mean ratio of
fixations made in each quadrant. Small colored elements show data for individual quadrants, and the larger gray diagram shows the
mean across all quadrants. Error bars indicate the standard error of the mean across subjects. All quadrants attract more fixations
when they are modified than in the baseline condition. This effect is independent of the direction of the contrast modification.
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contrast, although salient, does not likewise lead to
increased activity. To the contrary, if there is any
difference between low contrast and the baseline, it is
not in the direction predicted by the saliency-encoding
hypothesis.

MVPA supports the contrast-encoding
hypothesis

In principle, it is possible that neurons in V1–V4
encode saliency but that this information is represented
in these areas in a way not accessible to an analysis of
the activity level in the form of an averaged BOLD
response. We used multivoxel pattern analysis (Haynes
& Rees, 2006; Kriegeskorte, Goebel, & Bandettini,
2006) to test if information about the most salient
quadrant can be decoded from the activity patterns in
our ROIs. The contrast-encoding hypothesis predicts
that the stimulation of a visual-field quadrant with a
certain level of contrast leads to a specific pattern of
activity in the ROI corresponding to that quadrant. It
should thus be possible to decode whether the stimulus
was modified in the quadrant corresponding to a ROI
(see Figure 2). For example, given an activation pattern
from ROI V3 quadrant 1 (Q1), induced by high
contrast stimulation in either Q1 or a different
quadrant, it should be possible to infer if Q1 or another
quadrant was modified (see Figure 2). The same should
hold for low contrast modifications. The saliency-
encoding hypothesis furthermore predicts similar acti-

vation patterns for low and high contrast modifica-
tions, since both make a quadrant more salient (Figure
3). A classifier trained on both types of patterns
combined should therefore be able to generalize and
infer if a quadrant was modified even without
knowledge of the modification type. Figure 4B shows
the mean decoding accuracies above chance level (50%)
achieved for the three different analyses (high contrast
only, low contrast only, both contrasts mixed [salien-
cy]) in V1–V3 and hV4. In areas V1 through V3,
decoding accuracies were significantly above chance
level for the high-contrast-only and low-contrast-only
analyses (t test across 12 subjects, p , 0.05). However,
the decoding accuracy for the saliency analysis did not
reach significance in any ROI. Since the difference
between a significant result and a nonsignificant one is
not necessarily itself significant (Gelman & Stern, 2006;
Nieuwenhuis, Forstmann, & Wagenmakers, 2011), we
also directly analyzed the differences in accuracy
between the contrast classifiers and the saliency
classifier. Here, we find that in areas V1 through V3,
decoding accuracy is significantly higher for the
contrast classifiers. Results for hV4 are not significant,
but the trend goes in the direction predicted by the
contrast-encoding hypothesis.

The analysis of the weights of the classifiers shows
that on average, voxels have a positive weight for high
contrast and a negative weight for low contrast (see
Figure 5A; V1: 9 out of 12 subjects in the lower right
quadrant; V2: 8 out of 12; V3: 7 out of 12; hV4: 6 out of
12). For areas V1–V3, the normal vectors for the two

Figure 4. (A) Mean BOLD activation in different visual areas in the three contrast conditions (L¼ low, B¼ baseline, H¼high) averaged
across quadrants. In all areas, an increase in contrast leads to either no change or an increase in BOLD signal, never a decrease. Error
bars represent standard errors of the mean across subjects. Asterisks indicate significant differences between conditions (pairwise t

tests, Holm–Bonferroni corrected; * p , 0.05, ** p , 0.01). (B) Mean decoding accuracies above chance level (50%) for linear SVMs
trained to predict whether a quadrant received a given modification. Error bars represent standard errors of the mean across
subjects. Asterisks indicate prediction performance significantly above chance assessed by a t test ( p , 0.05).
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Topographic maps of early visual cortex.

Betz et al. (2013) J Vision

Bold activation for reduced 
contrast high saliency 
stimuli is lower not higher 
than unmodified stimuli 
(top). Along similar lines, 
mult ivar iate decoding 
methods can  decode 
contrast modifications but 
not saliency in early visual 
cortex (V1-V3, left).  
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What is it good for?
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Modelling of overt attention: Doing something useful

Optimization guided by the eyequant techniques leads to 
a substantial increase in conversion rate. 

- young healthy students
- kindergarten (4-5y)
- pupils (12-14y)
- adults (30-55y)
- seniors (65y+)
- color blind
- > 700 subjects total

- web-based platform
- tools for detailed analysis
- spin-off in ’09
- break even ’10
- external investor ’11
- relocation: Berlin ’12
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Agencies

Instant visual insights that your clients and your team will love.

We understand your workflow and built EyeQuant’s neuroscience A.I. to help you - every step of the way.

Win new business
‣ Show prospects how their websites can be improved - objectively, with no code 

required
‣ Position yourself as an innovator with EyeQuant’s cutting-edge neurotechnology.
‣ Use LeadBox to capture new leads from your website, and instantly deliver branded 

EyeQuant analyses to prospective clients

"EyeQuant allows us to validate our assumptions about what can be improved on a landing 
page, and support this in a proposal to a potential client.”

Neil Walter, Walter Analytics

Build stellar websites
‣ Analyze pages from a fresh, unbiased perspective to identify design flaws
‣ Optimize pages step-by-step for maximum visual effectiveness

“EyeQuant takes the guess work out of design. It gives us tangible design feedback in an 
instant, helping us make our clients websites more effective and profitable.”

Tom Greenwood, Wholegrain Digital

“There's no better tool than EyeQuant to gain immediate, actionable insight that you 
can apply to any test.”

Bobby Hewitt, Creative Thirst

Simplify your design process
‣ Shorten painful design discussions with clear and scientific feedback
‣ Quickly pre-test designs before going live
‣ Generate ideas for A/B testing faster than ever before

How Accurate is it?
Evaluation: 90% as accurate as real eye-tracking!
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Predictive Accuracy (AUC %)

Eye-Tracking

2 weeks

$2,000

10 seconds

$10
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Predicting conversion rates

Optimization guided by the eyequant techniques leads to 
a substantial increase in conversion rate. 

Die Ergebnisse auf einem Blick

Bereits nach 2 Wochen zeichnete sich beim A/B-Test mit explido SplitTraxx ein eindeutiger Trend ab, 
der sich schließlich über die Gesamt-Laufzeit von 4 Wochen hinweg manifestiert hat: Die optimierte 
Blickführung und die usergerechte Informationsdarstellung führten zu einer Steigerung der Leads 
um 177%, bei einer deutlichen Senkung des CPLs (Cost per Lead) um 64%.

Blickführung und usergerechte Informationsdarstellung als wichtige 
Erfolgsfaktoren

Vor diesem Hintergrund wurde beim Design der neuen Landingpage von Union Investment vor allem 
darauf geachtet, den Blick gezielt zu führen und die Komplexität der Landing Page zu reduzieren. 
Um dem User die Qualität und Vertrauenswürdigkeit des Produktes zu vermitteln, wurden die Test-
urteile noch prominenter positioniert und die Vorteile des Produktes in Kurzform aufgelistet.

Um die Aufmerksamkeit des Users auf die Produktpräsentation zu lenken, wurde ebenfalls das An-
meldeformular von der Landing Page entfernt und auf eine separate Seite integriert, die der User 
nach dem Click auf den Button angezeigt bekommt.

Based on the prediction of gaze 
movements we evaluate competing 
designs for landing pages (A/B test). 
On the test-set (nested cross-
validation) the prediction achieves a 
precision of 80%.
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61Sunday, March 2, 14



Agencies

Instant visual insights that your clients and your team will love.

We understand your workflow and built EyeQuant’s neuroscience A.I. to help you - every step of the way.

Win new business
‣ Show prospects how their websites can be improved - objectively, with no code 

required
‣ Position yourself as an innovator with EyeQuant’s cutting-edge neurotechnology.
‣ Use LeadBox to capture new leads from your website, and instantly deliver branded 

EyeQuant analyses to prospective clients

"EyeQuant allows us to validate our assumptions about what can be improved on a landing 
page, and support this in a proposal to a potential client.”

Neil Walter, Walter Analytics

Build stellar websites
‣ Analyze pages from a fresh, unbiased perspective to identify design flaws
‣ Optimize pages step-by-step for maximum visual effectiveness

“EyeQuant takes the guess work out of design. It gives us tangible design feedback in an 
instant, helping us make our clients websites more effective and profitable.”

Tom Greenwood, Wholegrain Digital

“There's no better tool than EyeQuant to gain immediate, actionable insight that you 
can apply to any test.”

Bobby Hewitt, Creative Thirst

Simplify your design process
‣ Shorten painful design discussions with clear and scientific feedback
‣ Quickly pre-test designs before going live
‣ Generate ideas for A/B testing faster than ever before

What is EyeQuant?

an artificial intelligence that instantly predicts how 
users will look at your website

Eye-Tracking study with 50 
users

EyeQuant instant analysis
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Agencies

Instant visual insights that your clients and your team will love.

We understand your workflow and built EyeQuant’s neuroscience A.I. to help you - every step of the way.

Win new business
‣ Show prospects how their websites can be improved - objectively, with no code 

required
‣ Position yourself as an innovator with EyeQuant’s cutting-edge neurotechnology.
‣ Use LeadBox to capture new leads from your website, and instantly deliver branded 

EyeQuant analyses to prospective clients

"EyeQuant allows us to validate our assumptions about what can be improved on a landing 
page, and support this in a proposal to a potential client.”

Neil Walter, Walter Analytics

Build stellar websites
‣ Analyze pages from a fresh, unbiased perspective to identify design flaws
‣ Optimize pages step-by-step for maximum visual effectiveness

“EyeQuant takes the guess work out of design. It gives us tangible design feedback in an 
instant, helping us make our clients websites more effective and profitable.”

Tom Greenwood, Wholegrain Digital

“There's no better tool than EyeQuant to gain immediate, actionable insight that you 
can apply to any test.”

Bobby Hewitt, Creative Thirst

Simplify your design process
‣ Shorten painful design discussions with clear and scientific feedback
‣ Quickly pre-test designs before going live
‣ Generate ideas for A/B testing faster than ever before

How does it work?

Conduct hundreds of 
Eye-Tracking Studies

Statistical Modeling and 
Machine Learning

EyeQuant SaaS
Technology

We investigate how users look at 

designs in the first few seconds 

of their visit and track millions of 

fixations.

We analyze the data to find 

correlations between fixations 

and statistical image features. 

U s i n g m a c h i n e l e a r n i n g 

algorithms, we build models that 

use image characteristics to 

predict attention.

We provide instant access to the 

most accurate models directly 

from the EyeQuant web service.
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Agencies

Instant visual insights that your clients and your team will love.

We understand your workflow and built EyeQuant’s neuroscience A.I. to help you - every step of the way.

Win new business
‣ Show prospects how their websites can be improved - objectively, with no code 

required
‣ Position yourself as an innovator with EyeQuant’s cutting-edge neurotechnology.
‣ Use LeadBox to capture new leads from your website, and instantly deliver branded 

EyeQuant analyses to prospective clients

"EyeQuant allows us to validate our assumptions about what can be improved on a landing 
page, and support this in a proposal to a potential client.”

Neil Walter, Walter Analytics

Build stellar websites
‣ Analyze pages from a fresh, unbiased perspective to identify design flaws
‣ Optimize pages step-by-step for maximum visual effectiveness

“EyeQuant takes the guess work out of design. It gives us tangible design feedback in an 
instant, helping us make our clients websites more effective and profitable.”

Tom Greenwood, Wholegrain Digital

“There's no better tool than EyeQuant to gain immediate, actionable insight that you 
can apply to any test.”

Bobby Hewitt, Creative Thirst

Simplify your design process
‣ Shorten painful design discussions with clear and scientific feedback
‣ Quickly pre-test designs before going live
‣ Generate ideas for A/B testing faster than ever before

Side-by-side comparisons

How Accurate is it?

Eye-Tracking
38 Users

EyeQuant
Instant Prediction
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Agencies

Instant visual insights that your clients and your team will love.

We understand your workflow and built EyeQuant’s neuroscience A.I. to help you - every step of the way.

Win new business
‣ Show prospects how their websites can be improved - objectively, with no code 

required
‣ Position yourself as an innovator with EyeQuant’s cutting-edge neurotechnology.
‣ Use LeadBox to capture new leads from your website, and instantly deliver branded 

EyeQuant analyses to prospective clients

"EyeQuant allows us to validate our assumptions about what can be improved on a landing 
page, and support this in a proposal to a potential client.”

Neil Walter, Walter Analytics

Build stellar websites
‣ Analyze pages from a fresh, unbiased perspective to identify design flaws
‣ Optimize pages step-by-step for maximum visual effectiveness

“EyeQuant takes the guess work out of design. It gives us tangible design feedback in an 
instant, helping us make our clients websites more effective and profitable.”

Tom Greenwood, Wholegrain Digital

“There's no better tool than EyeQuant to gain immediate, actionable insight that you 
can apply to any test.”

Bobby Hewitt, Creative Thirst

Simplify your design process
‣ Shorten painful design discussions with clear and scientific feedback
‣ Quickly pre-test designs before going live
‣ Generate ideas for A/B testing faster than ever before

Case Study: Groupon increases conversion rate  by 52%

Original Page
users are distracted by images

EyeQuant Optimized Page
users immediately see offer and CTA

Why should I care?
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Agencies

Instant visual insights that your clients and your team will love.

We understand your workflow and built EyeQuant’s neuroscience A.I. to help you - every step of the way.

Win new business
‣ Show prospects how their websites can be improved - objectively, with no code 

required
‣ Position yourself as an innovator with EyeQuant’s cutting-edge neurotechnology.
‣ Use LeadBox to capture new leads from your website, and instantly deliver branded 

EyeQuant analyses to prospective clients

"EyeQuant allows us to validate our assumptions about what can be improved on a landing 
page, and support this in a proposal to a potential client.”

Neil Walter, Walter Analytics

Build stellar websites
‣ Analyze pages from a fresh, unbiased perspective to identify design flaws
‣ Optimize pages step-by-step for maximum visual effectiveness

“EyeQuant takes the guess work out of design. It gives us tangible design feedback in an 
instant, helping us make our clients websites more effective and profitable.”

Tom Greenwood, Wholegrain Digital

“There's no better tool than EyeQuant to gain immediate, actionable insight that you 
can apply to any test.”

Bobby Hewitt, Creative Thirst

Simplify your design process
‣ Shorten painful design discussions with clear and scientific feedback
‣ Quickly pre-test designs before going live
‣ Generate ideas for A/B testing faster than ever before

Who else uses EyeQuant?

...and hundreds more, from small online shops and freelancers to global brands
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Instant visual insights that your clients and your team will love.

We understand your workflow and built EyeQuant’s neuroscience A.I. to help you - every step of the way.

Win new business
‣ Show prospects how their websites can be improved - objectively, with no code 

required
‣ Position yourself as an innovator with EyeQuant’s cutting-edge neurotechnology.
‣ Use LeadBox to capture new leads from your website, and instantly deliver branded 

EyeQuant analyses to prospective clients

"EyeQuant allows us to validate our assumptions about what can be improved on a landing 
page, and support this in a proposal to a potential client.”

Neil Walter, Walter Analytics

Build stellar websites
‣ Analyze pages from a fresh, unbiased perspective to identify design flaws
‣ Optimize pages step-by-step for maximum visual effectiveness

“EyeQuant takes the guess work out of design. It gives us tangible design feedback in an 
instant, helping us make our clients websites more effective and profitable.”

Tom Greenwood, Wholegrain Digital

“There's no better tool than EyeQuant to gain immediate, actionable insight that you 
can apply to any test.”

Bobby Hewitt, Creative Thirst

Simplify your design process
‣ Shorten painful design discussions with clear and scientific feedback
‣ Quickly pre-test designs before going live
‣ Generate ideas for A/B testing faster than ever before

“I’m testing a lot of tools, and EyeQuant is one of the best 

and most useful I discovered during the last year, and your 

support is a big part of it.”

Kevin Gentil-Cantin, Conversion Specialist at Google

What are people saying about it?
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EyeQuant analyses to prospective clients

"EyeQuant allows us to validate our assumptions about what can be improved on a landing 
page, and support this in a proposal to a potential client.”

Neil Walter, Walter Analytics

Build stellar websites
‣ Analyze pages from a fresh, unbiased perspective to identify design flaws
‣ Optimize pages step-by-step for maximum visual effectiveness

“EyeQuant takes the guess work out of design. It gives us tangible design feedback in an 
instant, helping us make our clients websites more effective and profitable.”

Tom Greenwood, Wholegrain Digital

“There's no better tool than EyeQuant to gain immediate, actionable insight that you 
can apply to any test.”

Bobby Hewitt, Creative Thirst

Simplify your design process
‣ Shorten painful design discussions with clear and scientific feedback
‣ Quickly pre-test designs before going live
‣ Generate ideas for A/B testing faster than ever before

Stephen Pavlovich, Managing Director at Conversion Factory

“With EyeQuant our landing page analyses become both faster and more specific.”

Gabriel Beck, Head of Conversion Optimization at Explido

“There's no better tool than EyeQuant to gain immediate, actionable insight that 

you can apply to any test.”

Bobby Hewitt, CEO at Creative Thirst

Jörg Dennis Krüger, Co-Founder at Conversion Boosting

“EyeQuant helps us to quickly identify significant optimization potentials, 
resulting in even better conversion rates and more value for our customers.”

“EyeQuant has become one of our go-to tools that we use for every project.”

What are people saying about it?
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Nitty gritty details: 
 Predicting gaze movements

Yarbus EyeQuant
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• Eye movements are a window into cognition.
• Stimulus properties, task context and spatial 

properties contribute independently to the 
control of eye-movements.

• Dynamic features make an important contribution 
even on static images. 

• Saliency maps predict eye movements at high 
performance levels. This is useful for a commercial 
application. Cortical lesions and TMS unmask a 
stimulus dependent salience map.   

• Horizontal asymmetry is a robust property not 
directly related to known brain asymmetries. 

• IOR is facilitation, saccadic momentum and 
(relative) acceleration of return and therefore 
contributes to optimal foraging. 

• It is possible to train new sensorimotor 
contingencies with subsequent consequences on 
perception. 

Summary & thanks ...
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Some advertisement
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