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Noninvasive Brain-Computer Interface

DECODING



Towards imaginations: Modulation of Brain Rhythms

IMAGINATION of left arm

Single channel



BBCI paradigms

- healthy subjects untrained for BCI

A:  training <10min: right/left hand imagined movements

→ infer the respective brain acivities (ML & SP)

B:  online feedback session

Leitmotiv: ›let the machines learn‹



Playing with BCI: training session (20 min)



Machine learning approach to BCI: infer prototypical pattern

Inference by CSP Algorithm



BBCI Set-up

Artifact removal

[cf. Müller et al. 2001, 2007, 2008, Dornhege et al. 2003, 2007, Blankertz et al. 2004, 2005, 2006, 2007, 2008]



Spelling with BBCI: a communication for the disabled



Future Issues: Shifting distributions within experiment



Mathematical flavors of non-stationarity

- Bias adaptation between training and test f(x) = w x + b

- Invariant features

- Covariate shift

- SSA: projecting to stationary subspaces

- Nonstationarity due to subject dependence: Mixed effects model

- Transfering nonstationarity

- Co-adaptation …



Neurophysiological analysis

[cf. Krauledat et al. 07]



Weighted Linear Regression for covariate shift compensation

yields unbiased estimator even under

covariate shift
, choosing

[cf. Sugiyama & Müller 2005, Sugiyama et al. JMLR 2007]



Projections Nonstationary



Source separation paradigms



Source separation paradigms



Source separation paradigms



The Stationary Subspace Analysis model



Splitting into stationary and nonstationary subspace: 

SSA 

invert
[cf. Bünau, Meinecke, Kiraly, Müller PRL 09]



SSA



Inverting the SSA model



Inverting the SSA model



Inverting the SSA model



Inverting the SSA model



Inverting the SSA model



Identifiability



Identifiability



Identifiability



The SSA algorithm



The algorithm: optimizing stationarity



Simplifying the objective (symmetries!)



Optimizing in the special orthogonal group



SSA: how many epochs?



Identifiability: theoretical results



Simulations on synthetic data



Application to Brain-Computer-Interfacing



Application to EEG analysis



What are the strongest changes in the data?



Results on one subject



Results on one subject



PCA and ICA do not find nonstationarities



Classification of SSA directions



What happens during a trial? (on average)



What happens during a trial? (on average)



Summary: stationary subspace analysis

• SSA finds subspaces in which the sources are

stationary/nonstationary.

• Important open questions:

– How to deal with distribution changes in higher-order moments or 

temporal structure?

– Model selection: how to choose the number of stationary/non-

stationary sources?



Real Man Machine Interaction



Multimodal     Nonstationary



Towards a subject independent BCI decoder



Model formulation



Linear Mixed Effects Model: intuition

[Fazli, Müller et al. 2011]



Multimodal     Nonstationary



Motivation: Shifting distributions within experiment

But: Is the nonstationarity different between subjects, i.e. could we learn it

from other subjects?  



Changes are similar !

Modalities = Other Subjects

Changes between training and test data are similar between users.

Other multi-subject methods, e.g. cov matrix shrinkage, may improve

estimation quality but do not reduce non-stationarities.



Cartoon: learn from adverse nonstationary subspace across subjects

Usually discriminative information is transfered between subjects.



Algorithm



Results

Two data sets with different stimulus cues in training and test

1. visual cue in training & auditory cue in test

2. letters in training & moving objects in test

The size of the non-stationary subspace is determined by CV in a leave-

one-subject-out manner on the other users.

ssCSP: stationary subspace CSP



Interpretation

The most non-stationary

directions are very similar

between users.

Activity in occipital and

temporal areas is

penalized as these

regions are mainly

responsible for visual and

auditory processing.



Feature distribution becomes stationary



Summary II

• Novel “multi-modal“ approach to reduce non-stationarities in data

• In contrast to other multi-subject methods it does NOT transfer

discriminative information, thus is more robust if subject similarity is

low.

• Non-stationary information appears physiologically interpretable and

meaningful.

• The idea of transfering stationary subspaces between subjects can be

applied to many other problems. 



Multimodal     Nonstationary

[Samek, Kawanabe, Müller IEEE Rev BME 2014, Nips 2013]



BCI Pipeline



Divergence CSP Framework



Robustness through Beta Divergence



Robustness Property



Beta divergence CSP



Simulations



Results



Results



Invariance Through Regularization



Different Kinds of Regularization



Results

Within-Session

Stationarity
Between-Session

Stationarity

Across-Subject

Stationarity



Reducing Shift between Training and Test



Regularization Towards other Subjects



Summary III

Divergence CSP Framework

- Integrates many CSP variants in a principled manner

- Common optimization method, comparability, interpretability

- Easily allows to develop novel CSP variants and to integrate

information from multiple sources

- “Divergence Trick”

All code is available at: 

www.divergence-methods.org



Illiterates Nonstationarity

[Vidaurre, Sannelli, Müller & Blankertz Neural Computation 2011]



Approach to „Cure“ BCI Illiteracy
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• Direct feedback -> Unspecific LDA classifier.

• Each trial, perform adaptation of the cls.

• Features: log band power (alpha and beta).

• Laplacian channels C3, C4 and Cz.

• Compute CSP and sel. Laps. from runs 1-3.

• Fixed CSP filters, automated laps. selection.

• Each trial retrain the classifier.

• Compute CSP from runs 4-6.

• Perform unsupervised adaptation of pooled mean.

• Update the bias of the classifier.

[cf. Vidaurre, Blankertz, Müller et al. Neural Comp. to appear]



Results (Grand Averages)



Example: one subject of Cat. III

!Runs 1 and 2 Runs 7 and 8

[cf. Vidaurre, Blankertz, Müller et al. 2009]



Conclusion

•  BBCI: Untrained, Calibration < 10min, data analysis <<5min, BCI experiment

•  5-8 letters/min mental typewriter CeBit 06,10. Brain2Robot@Medica 07, lNdW 09

•  Machine Learning and modern data analysis is of central importance for BCI et al

•  Important issue of this talk: How to learn under nonstationarity?

•  Solutions: 

•  SSA, i.e. project on stationary subspace and learn there, linear, sound & fast

•  Modeling: covariate shift based CV: special

•  mixed effects model

•  co-adaptation, Multimodal

•  tracking, invariant features etc

FOR INFORMATION SEE: 

www.bbci.de
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