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General Setting of multiple testing

• (X ,X,P) probability space.
• H a (finite) set of null hypotheses for P. m := |H| (known)

- H0 = {h ∈ H|P satisfies h} set of true null
hypotheses(unknown)

- m0 := |H0| (unknown)
- H1 = H\H0 set of false null hypotheses (unknown)

• For each h ∈ H, p-value : ph : X → [0, 1] measurable such that for
t ∈ [0, 1],

∀h ∈ H0, P(ph ≤ t) ≤ t

No hypotheses for ph if h ∈ H1.
• A multiple testing procedure : a (measurable) function

A : p = (ph)h∈H ∈ [0, 1]H 7→ A(p) ⊂ H

(return the rejected hypotheses)
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Type I error

Possible errors of a multiple testing procedure A ?

Two kinds of errors :
- Type I error : h ∈ A and h is true
- Type II error : h /∈ A and h is false
Here⇒ type I error control.
• A "careful" type I error for A: Family Wise Error Rate

FWER(A) := P(|H0 ∩A| > 0)

FWER(A) ≤ α⇒ A contains no error with proba larger than 1− α

• A "more permissive" type I error [Benjamini and Hochberg (1995)] :
False Discovery Rate of A

FDR(A) := E

[ |H0 ∩A|
|A| 1I{|A| > 0}

]

FDR(A) ≤ α⇒ A contains (on average) less than α percent errors.
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Goal in FDR control

Find multiple testing procedures A such that

FDR(A) ≤ α

with :
• Accurate inequality
• |A| as large as possible

Remarks :
- m is fixed (non asymptotic)
-H0 is not random (frequentist approach)
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Part I

A set-output point of view
on classical procedures
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I.1. The "cardinal control" condition

Natural multiple testing procedure :

A = {h ∈ H| ph ≤ t},

where t is a threshold (possible data-dependent).

Choice for t to have FDR(A) close to α?

FDR(A) = E

[ |H0 ∩A|
|A| 1I{|A| > 0}

]

=
∑

h∈H0

E

[

1I{ph ≤ t}
|A|

]

Idea : include in t the feedback |A|
⇒ Consider t = αβ(|A|)/m, where β : R+ → R+ non-decreasing.
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I.1. The "cardinal control" condition (2)

Condition introduced by Blanchard and Fleuret (2007) on A :

A ⊂ {h ∈ H| ph ≤ αβ(|A|)/m} (∗)

where β : R+ → R+ non-decreasing, threshold function.

If A satisfies (∗),

FDR(A) = E

[ |H0 ∩A|
|A| 1I{|A| > 0}

]

≤
∑

h∈H0

E

[

1I{ph ≤ αβ(|A|)/m}
|A|

]
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I.1. Condition (∗)⇒ FDR control

Lemma 1 (p-values satisfy PRDS) For a procedure A such that |A| is
non-increasing in each p-value and

A ⊂ {h ∈ H| ph ≤ α|A|/m},

we have FDR(A) ≤ αm0/m.

Lemma 2 (distribution free) For a procedure A such that :

A ⊂ {h ∈ H| ph ≤ αβ(|A|)/m},

with β(y) =
∫ y
0 udν(u) and ν is a probability on (0,∞), we have

FDR(A) ≤ αm0/m.

Remarks :
- the price of distribution-free : β(|A|) ≤ |A|.
- Lemma 1 : new result adapted from Benjamini and Yekutieli (2001)
- Lemma 2 : result of Blanchard and Fleuret (2007)
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I.1. Proof of Lemma 1

FDR(A) ≤
∑

h∈H0

E

[

1I{ph ≤ α|A|/m}
|A|

]

=
∑

h∈H0

m
∑

k=1

1

k
E

[

1I{ph ≤ αk/m}1I{|A| = k}
]

≤ α

m

∑

h∈H0

[ m
∑

k=1

P(|A| = k| ph ≤ αk/m)

]

m
X

k=1

P(|A| = k| ph ≤ αk/m)

=
m

X

k=1

»

P(|A| ≤ k| ph ≤ αk/m) − P(|A| ≤ k − 1| ph ≤ αk/m)

–

≤

m
X

k=1

»

P(|A| ≤ k| ph ≤ αk/m) − P(|A| ≤ k − 1| ph ≤ α(k − 1)/m)

–

≤ 1�
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I.1. Proof of Lemma 2

Since for any z > 0
∫

y≥z y−2dy = 1/z,

FDR(A) ≤
∑

h∈H0

E

[

1I{ph ≤ αβ(|A|)/m}
|A|

]

=
∑

h∈H0

E

[
∫

y≥|A|
y−21I{ph ≤ αβ(|A|)/m}dy

]

≤
∑

h∈H0

E

[
∫

y>0
y−21I{ph ≤ αβ(y)/m}dy

]

=
∑

h∈H0

∫

y>0
y−2P(ph ≤ αβ(y)/m)dy

≤ α/m
∑

h∈H0

∫

y>0
y−2β(y)dy = αm0/m,

using Fubini’s theorem �. MSHT Workshop 2007. May, 15 – p.11



I.2. Step-up procedures satisfy (∗)

If p(1) ≤ · · · ≤ p(m) are the ordered p-values :
Definition (step-up procedure with threshold αβ(r)/m)
If r := max{r ≥ 0| p(r) ≤ αβ(r)/m}, this is {h ∈ H| ph ≤ αβ(r)/m}

r

p(r)
αβ(r)/m

r

Proposition The step-up procedure A with threshold αβ(r)/m satisfies

A ⊂ {h ∈ H| ph ≤ αβ(|A|)/m} (∗).
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I.2. Proof of proposition

We let
A(r) := {h ∈ H| ph ≤ αβ(r)/m}.

The trick :

p(r) ≤ αβ(r)/m⇔ r ≤ |A(r)|
⇒ A(r) satisfies (∗)

The step-up procedure is A(r). We apply this with r = r. �
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I.2. Using Lemma 1

Theorem 1 (p-values satisfy PRDS) :
For A the step-up procedure with linear threshold αr/m, we have
FDR(A) ≤ αm0/m.

r

p(r)
αr/m

rRemarks :
- This is the linear step-up procedure : Benjamini and Hochberg (1995)
- This is Theorem 1.2 Benjamini and Yekutieli (2001) (here shorter proof)

- In the independent case : FDR(A) = αm0/m (if p-values continuous)
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I.2. Using Lemma 2

Theorem 2 (distribution free) :
For A the step-up procedure with threshold αβ(r)/m,
where β(r) =

∫ r
0 udν(u), and ν is some distribution on (0,∞),

we have FDR(A) ≤ αm0/m.

Remarks :
- This is a result of Blanchard and Fleuret (2007)
- The case β(r) = r

1+1/2+···+1/m is found with ν({k}) = C/k.

⇒ Generalization of Theorem 3.1 Benjamini and Yekutieli (2001)
(shorter proof)

- ν is a "prior distribution" on the number of rejections.
Different ν ⇒ different threshold functions β

⇒different step-up procedures
Question : Choice for ν ? i.e. choice for β?
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Different ν ⇒ different threshold functions β

⇒different step-up procedures
Question : Choice for ν ? i.e. choice for β?
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I.2. Threshold functions with Dirac prior
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⇒ very effective in few cases and very bad in other cases.
⇒ very risky (ν very concentrated)
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I.2. Threshold functions with power prior
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Uniform prior : the less risky⇒ quite effective in all cases.
BY2001 (ν({k}) ∝ 1/k) :
- more effective for "small" number of rejections cases
- less effective for "large" number of rejections cases
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I.2. Threshold functions with Gaussian prior
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The mean : the prior idea on the number of rejections

The variance : choose the risk.
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I.2. Open problems

Choose the "best solution" among these thresholds ?

⇒ Depend on the data !

! In Theorem 2 : ν must be chosen regardless of the p-values!

Choose ν = ν(p) and still provide FDR control ?
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Part I I

New adaptive procedures

MSHT Workshop 2007. May, 15 – p.20



I I.1. π0-adaptive procedures

Notations :
- Aα,β the step-up procedure with threshold αβ(.)/m

- π0 := m0/m proportion of true null hypotheses.

Theorems 1 and 2 provide that

FDR(Aα,β) ≤ απ0 ≤ α,

with β ↔ dependency contexts.

We let β?(.) = β(.)π−1
0 , and Aα,β? satisfies FDR(Aα,β?) ≤ α.

! π0 unknown⇒ β? unknown !

(π0-)adaptive step-up procedures : Aα′,β′ , where α′ ' α and β′ ' β?.
- One-stage : β′ is a deterministic threshold function.
- Two-stages : first F (p) ≥ 1 (under-)estimates π−1

0 , then β′ = βF .
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I I.1. Existing π0-adaptive procedures

Main existing procedures that control FDR (p-values independent) :
In Benjamini, Krieger and Yekutieli (2006)

The two-stages adaptive procedure BKY06 :
1. Apply the standart step-up linear procedure A0 at level α/(1 + α)

and put F = m
m−|A0|

2. Take the step-up procedure A with threshold α
1+αFr/m

The two-stages adaptive procedure Storey-λ :

1. F = (1−λ)m
|{h∈H|ph>λ}|+1 (modified Storey Estimator)

2. Take the step-up procedure A with threshold αFr/m

Classical choice : λ = 1/2.
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I I.1. New π0-adaptive procedures

Our new adaptive procedures that control FDR :
1. Under independence :
- First one-stage adaptive procedure.
- New two-stages adaptive procedure

2. Under general dependence : first two-stages adaptive procedure.
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I I.1. New one-stage adaptive procedure

Theorem 3 (p-values independent) : The step-up procedure with threshold

α

1 + α
min

(

r

m− r + 1
, 1

)

has a FDR smaller than α.
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Remarks :
- better than the linear step-up procedure (up to extrem cases)
- better than BKY06 for less than 50% of rejections (up to the "+1")
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I I.1. New two-stages adaptive procedure

Theorem 4 (p-values independent) : Consider the two-stages procedure :
1. Apply the new one-stage adaptive procedure A0 at level α

and put F = m
m−|A0|+1

2. Take the step-up procedure A with threshold α
1+αFr/m

Then FDR(A) ≤ α.

Remarks :
- always better than the new one-stage procedure.
- always better than BKY06 (up to the "+1" on the denominator of F )

How these new results work on simulated data?
- independant case : comparison with Storey1/2?
- robustness to positive correlations ?
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I I.1. Simulations

For k = 1, . . . ,m, Yk ∼ N (µk, 1), null hypotheses : "µk ≤ 0"

For k 6= k′, Cov(Yk, Yk′) = ρ with ρ ∈ [0, 1].
ρ = 0⇒ independent case
ρ ≥ 0⇒ PRDS case

p-values : pk = Φ(Yk) (one-sided test),
where Φ is the standard Gaussian distribution tail.

With 10000 simulations, m = 100:
- FDR estimation
- Power (in independent case) :
number of true rejections / number of true rejections of the oracle
procedure (when we know π0)
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I I.1. Simulations, FDR, indep

ρ = 0 (independant case) :
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Accuracy of the FDR control :
⇒ New two-stages better than BKY06
⇒ Storey1/2 two-stages better.
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I I.1. Simulations, Power, indep

ρ = 0 (independant case) :
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⇒ same conclusions.
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I I.1. Simulations, FDR, with corr

ρ = 0.5 (correlate case) :
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⇒ New procedures seems robust to positive correlations
⇒ Storey1/2 is not robust.
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I I.2. Under general dependence

Recall Theorem 2 : FDR(A) ≤ α if A step-up with threshold αβ(.)/m,
where β ← prior distribution ν.

Theorem 5 (distribution free) : consider the two-stages procedure :
1. Apply the non-adaptive step-up procedure A0 with threshold

(α/4)β(.)/m and put F = 1

1−
√

(2|A0|/m−1)+
.

2. Take the step-up procedure A with threshold (α/2)β(.)F/m

Then A satisfies FDR(A) ≤ α.
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I I.2. New two-stages adaptive procedure

F (x) = 1

1−
√

(2x−1)+
:

0.0 0.2 0.4 0.6 0.8

2
4

6
8

Remarks :
- new procedure better than non-adaptive if F (|A0|/m) ≥ 2 i.e
|A0|/m ≥ 62.5% (and |A0| at level α/4).
Useful only if large number of rejections !
- estimation based on Markov inequality (conservative)

⇒ interest more theoretical than practical.
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Conclusion

We present :

• A set-output point of view⇒ shorter proofs for classical FDR
control (+ some extension).

• New adaptive procedures (to π0) :
∗ in the independent case : one-stage (with explicit threshold)

and then two-stages, better than BKY06 and seems robust to
PRDS.

∗ in the general dependent case : first two-stages procedure
but only relevant when large number of rejections.
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Future works

A lot of work to do in general dependent case :

• Use the dependence structure in the procedures ?
∗ If the dependencies are known : simulation or other technics?
∗ If the dependencies are unknown and n ≥ 2 : resampling technics
⇒ Auto-adapt the procedure to the dependence structure of
dependencies (see the futur talk of Sylvain).
But generally it provides only an FWER control. FDR?

• Choice of the prior ν (→ β) for the general dependent case
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Thank you for your attention!
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I.1. The PRDS property

Benjamini and Yekutieli (2001) :
A subset D ⊂ [0, 1]H is called nondecreasing if for p ≤ p′ ∈ [0, 1]H,

p ∈ D ⇒ p′ ∈ D.

Then p = (ph, h ∈ H) is PRDS onH0 if for all h ∈ H0 and
nondecreasing set D,

u ∈ [0, 1] 7→ P(p ∈ D| ph = u) is non-decreasing

Examples :
- independent case
- p-value associated to Gaussian vector with positive correlations

Remark : if |A(.)| ↓, this implies for k fixed

u ∈ [0, 1] 7→ P(|A(p)| ≤ k| ph ≤ u) is non-decreasing
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Recent two-stage adaptive procedures

In Benjamini, Krieger and Yekutieli (2006) : main estimation procedures :

- "Modified" Storey Estimator α′ = α and F (p) = (1−λ)m
|{h∈H|ph>λ}|+1

Intuition : for λ "sufficiently large",

|{h ∈ H|ph > λ}|
(1− λ)

' |{h ∈ H0|ph > λ}|
(1− λ)

' m0

Choice for λ ∈ (0, 1)? λ = 1/2 classically.
- Estimation with the linear procedure at level α′ = α/(1 + α) : A0

Take F (p) = m
m−|A0|

for |A0| < m and F (p) = 1 otherwise.

Theorem (BKY 2006) : In the two preceding cases, under independence,

the (two-stage) procedure with threshold r 7→ α′rF (p)/m has a FDR ≤ α.
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Summary

Non-adaptive : FDR controlled by απ0:
• in the independent case : LSU with equality
• in the dependent case :

* if PRDS case : "worse" than independent so FDR control for LSU
still provided
* if general case : procedures β-SU robust to any dependence

Adaptive : FDR controlled by α :
• in the independent case : with accuracy with Storey 1/2,

with a little less accuracy for new one-stage or BKY06 two-stages
• in the dependent case : new two-stages procedure only efficient when

a lot of rejections.
On simulations in PRDS case : new one-stage, BKY06 two-stages
FDR≤' α.
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