
The Battle for the Future of Data Mining
Oren Etzioni, CEO

Allen Institute for AI (AI2)

March 13, 2014



Big Data Tidal Wave

 What’s next?
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Deep Learning
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Some Skepticism about Deep Learning

Of course, deep 
learning has yielded 
impressive results!
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Outline

I. Limits of current paradigm
II. Surprising poverty of Today’s Mined KBs
III. Machine Reading
IV. Allen Institute for AI (AI2)
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What are the limits of 
Classification and

prediction?

Note:  not arguing for “generative models” 
over discriminative methods
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Example of State of the Art  

Based on Tan,  Lee, Pang 
(ACL ‘14)

What about creating 
Tweets in the first 
place?
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Product Recommendations…

But is Netflix lying to us?!

I can’t be reduced 
to a vector of 
surface variables 
and correlations!
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“Big Data” doesn’t deliver 
reasoned explanations!

Would you want IBM’s Watson to 
be your doctor?
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More Challenges for Classification

 Learning Arithmetics = set of crisp rules & procedures
Distribution insensitive; 100% accuracy

 Playing Chess: move choice requires search
Deep Blue;  human grand masters

 Language Understanding
Complex grammar 
Background knowledge
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Fundamental Claim

Classification, prediction limited
(“structured prediction”; “multi-task learning” 
are steps forward)

Need a process that’s
constructive, 
multi-layered, 
Knowledge-intensive

Data  knowledge  theories
Theories  reasoning
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The Bottom Line

Key AI tasks cannot be reduced to 
classification problems! 

(using “reasonable” features)

“You can’t play 20 questions 
with nature and Win.”

Allen Newell, 1973
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Winograd Schema Challenge (Levesque, 2011)

The large ball crashed right through the table 
because it was made of styrofoam. 

It = table

The large ball crashed right through the table 
because it was made of steel.

It = ball

World knowledge is 
necessary for elementary 
understanding, but is our 
technology ready?
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Just the Facts…

How much do you know about apples?
 Edible fruit
 Has peel, stem, flesh
 Consists of mostly water
 Ripens on a tree

at least 20 non-trivial facts + inheritance…

Mined KBs are knowledge poor!
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Google2014 Knowledge Tour  





Wolfram Alpha







Observations from the Tour

Current KBs are surprisingly “knowledge poor”
 Not specific to Apples

What about obtaining knowledge from text?
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III.  Machine Reading

Source: DARPA, Machine Reading initiative
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Information Extraction (IE)

IE(sentence) = [tuple, confidence]

“Edison, by all accounts, was the inventor of the light bulb.” 
 invented(Edison, light bulb), 0.98

Typically, IE requires:
 Pre-specified relations
 Hand-labeled training examples
 Lexicalized features/patterns

Consider Tom Mitchell’s NELL System
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NELL Lexical Patterns for “haswife”

Top patterns include:

A bad influence on
A child through
Abusive to
And actress Angelina
…
Commits adultery with
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Nell lexical
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Open Information Extraction (2007)

Question: can we leverage regularities in language to 
extract information in a relation-independent way?

Relations often:
 anchored in verbs.
 exhibit simple syntactic form

Virtues:
 No hand-labeled data
 “No sentence left behind”
 Exploit redundancy of Web 
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History of Open IE

2007:   1.0   (TextRunner, auto-labeled examples, CRF)
2011: 2.0   (ReVerb, simple model of verb-based relations)
2012:   3.0   (Ollie, parser, verbs + nouns)
2013:   4.0   (semantic role labeling, n-ary relations)
2014:   5.0   (multiple sentences, complex structures)
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Open IE suffers from 
Attention Deficit Disorder!



FreebaseReVerb

Dr. Tony Fader (AI2):
Open Question Answering

KDD 2014



IV. The Allen Institute for AI (AI2)

“It is one thing to feed The Tale of Two Cities into a 
computer. It’s another to have the computer 
understand what’s being said.”
Paul Allen, Microcomputer Interface, 1977.

AI2 Mission: high-impact AI research 
for the common good
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Time Line

AI2 launched Jan. 2014

Team of 30 August 

Team of 50;
Machine Vision Project

Dec. 2015

Mission + Talent = Impact
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AI2 Overview  (Nonprofit Research Institute)

 Experimental science projects
 Targeted collaborations
 Launched AI Allen Distinguished Investigator (ADI) 

program
 Open source projects

Small number of “Move the needle” 
projects
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Flagship Project: Aristo

Project Methodology:

1. Externally-defined challenge tasks
2. Training data + unseen test data (“as is”)
3. Measurable progress, clear focus

Key differences with Watson:
1. Deeper semantics & inference
2. Open model: publish, collaborate, open source
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Aristo: 4th, 5th, 6th … Grade Science Tests
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Factual Knowledge for 4th Grade Science

Taxonomy
“Squirrels are animals”
“A rock is considered a 
nonliving thing"

Properties
“Water freezes at 32F”
“This book has a mass 
and a volume"

Structure
“Plants have roots”
"The lungs are an organ 
in the body"

Processes
"Photosynthesis is a 
process by which plants 
make their own food and 
give off oxygen and wate
that they are not using.”
"As an organism moves 
into an adult stage of life 
they continue to grow"

Behavior
"Animals need air, water, 
and food to live and 
survive”
"Some animals grow 
thicker fur in winter to 
stay warm"

Actions + States
"Brushing our teeth 
removes the food and 
helps keep them strong"

Etc. 
Geometry, diagrams, …

Qualitative Relations
“Increased water flow 
widens a river bed”

Taxonomy
“Squirrels are animals”

Properties
“Water freezes at 32F”

Part/whole
"The lungs are an organ in 
the body"

Language
Paraphrases; 
active/passive 
transformations;   
apositives;         
coreference; idioms; …

Behavior
"Animals need air, water, 
and food to live and 
survive”

Actions + States
"Brushing our teeth 
removes the food and 
helps keep them strong"

Qualitative Relations
“Increased water flow 
widens a river bed”

Processes
"Photosynthesis is a 
process by which plants 
make their own food and 
give off oxygen and water 
that they are not using.”
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Summary of our Approach

1. Knowledge + tractable reasoning is necessary 

2. Knowledge acquisition has to be highly automated

3. Large bodies of  high-quality knowledge can be 
acquired from text (“machine reading”) images,                       
and more.

4. Aristo is tested on unseen, standardized, multiple 
choice tests in science, arithmetic, and geometry

Semantic challenges everywhere…

39



Geometry Domain  (Case Study)

In the diagram, AB 
intersects circle O at D, AC 
intersects circle O at E, AE 
= 4, AC = 24, and AB = 16. 
Find AD.

B
D

A

E O

C

Combines vision, NLP, and simple semantics
Data set: 100 9th grade geometry problems
AAAI ’14 (Seo, Hajishirzi, Farhadi, Etzioni)
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Geometry Diagram Alone

B
D

A

E O

C
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Geometry Text Alone

In the diagram, AB 
intersects circle O at D, AC 
intersects circle O at E, AE 
= 4, AC = 24, and AB = 16. 
Find AD.
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Need Both Diagram and Text

In the diagram, AB 
intersects circle O at D, AC 
intersects circle O at E, AE 
= 4, AC = 24, and AB = 16. 
Find AD.

B
D

A

E O

C
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Diagram Understanding
Problem:
1. Identify visual elements
2. Align with text

In the diagram, secant AB
intersects circle O at D, secant AC 
intersects circle O at E, AE = 4, AC
= 24, and AB = 16. Find AD.

B
D

A

E O

C

Diagram understanding 
submodular optimization
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Experimental Study
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“Semantic Scholar” Project
“Show all papers where x is implicated in y where the levels of z 
are elevated”…

Semantic
index

Tractable
Inference

Search

“Show me all papers 
where…”

English query

“lift all scientific boats”  
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Ambitious Research Investing in Engineering Mindset

Focus on Tools, viz
Identify time-
saving details 
early

Design for replicable experiments
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Summary

 What’s Next?  (after “big data” & “deep learning”)
“You can’t play 20 questions with Nature       

and Win!”

 Focus on data/text Mining systems yielding:
 Knowledge
 Reasoning
 Explanation
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Thank you from AI2!
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What is Data Mining?

Vibrant, sexy, lucrative?

Nefarious, Intrusive, ad targeting?
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