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Background

• Online services – the wave of IT industry

• Incident diagnosis is critical for services

• Incident diagnosis depends on data analysis



Correlation Analysis for Incident Diagnosis

• Correlation analysis is a major tool 
for incident diagnosis

• Why correlation?
• Correlation often provides hints for 

causation

• Engineers start their diagnosis through 
hunting metrics correlated to KPIs (e.g. 
availability, latency)
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Practical Requirements in Incident Diagnosis

• Handling heterogeneous data, e.g., time series and events

• Detecting the existence of correlation

• Finding out temporal relationships

• Identify monotonic effects

An example: CPU usage increases after program A starts
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Pain Points

Difficult to apply existing tools (e.g., Pearson, J-Measure)

• Cannot handle heterogeneous data

• Only consider point-to-point corresponding relationship

• Cannot model co-occurrence/value-trend together

• Do not meet all requirements in incident diagnosis

Time series and events 
are two major telemetry 

data types
Lack of tools

Pain PointFact



Our Approach

•Basic idea

• Modeling co-occurrence and value-trend

• Formulating the analysis as a two-sample problem

• Implementation

• Resolving the problem with a Nearest Neighbor Method

• Automatic selecting parameters



Formulation

front sub-series rear sub-series
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Temporal 
Relationships

Monotonic 
Effects

Events have corresponding 
value changes in time series

Value changes occur before 
or after events

Value always increases or 
decreases as events happen

Corresponding sample (front or rear 
sub-series) is different from the base 
sample (normal sub-series)

Corresponding sample has significant 
value difference from the base 
sample

Intuitions behind Formulation as a two-sample problem



The Overall Algorithm

• Nearest Neighbors based algorithm
• The proportion of pairs from the same 

sample among all pairs in a 
neighborhood follows a normal 
distribution if two samples have a 
similar distribution.

• Otherwise, it should be not

• Test results answer 3 requirements 
based on rules



Automatic Parameter Tuning

• Number of neighbors is set following suggestions of [28]

• Window size selection
• Confident coefficient increases at first, and then decreases

• The first peak of ACF is a good choice



Evaluation on Controlled Environment
• Data source: data observed in a controlled environment

• Events – starting events of 3 programs 

• Time series – usage data of CPU/memory/disk

• Result



Evaluation on Real Data (1)
• Baseline Algorithms

• 1. Pearson Correlation (considering event sequence as a 0/1 time series)

• 2. J-Measure (transforming time series to event sequence)

• Evaluation Method 𝐹 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒

𝐹1 =
2 ∗ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

2 ∗ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

• Dataset

• 1. System Monitoring Dataset (Timer Job and Performance Counter)

• 2. Custom Support Dataset (HTTP Status Code and Custom Call)



Evaluation on Real Data (2)

Our approach performs much better than the baseline algorithms.



Summary

• Motivated by requirements in incident diagnosis, we investigated the 
problem of correlation mining between time series data and event 
data.

• We formulate the correlation problem as a two-sample problem, and 
propose a novel framework to resolve the problem.

• The experiment on simulated data and real data from a Microsoft 
service showed the effectiveness of our method. 

Note: it has been implemented as a building block of a diagnosis toolset.



Questions


